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Abstract. The main purpose of this paper is to give the latest developments
in the theory of abelian varieties and their usage in cryptography. In the first
part we provide the necessary mathematical background on abelian varieties,
their torsion points, Honda-Tate theory, Galois representations, with emphasis
on Jacobian varieties and hyperelliptic Jacobians. In the second part we focus
on applications of abelian varieties on cryptography and treating separately,
elliptic curve cryptography, hyperelliptic curve cryptography for genus 2 and
3, and isogenies of Jacobians via correspondences. Many open problems are
suggested through the paper.
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Preface

There has been a continued interest on Abelian varieties in mathematics dur-
ing the last century. Such interest is renewed in the last few years, mostly due
to applications of abelian varieties in cryptography. In these notes we give a brief
introduction to the mathematical background on abelian varieties and their ap-
plications on cryptography with the twofold aim of introducing abelian varieties
to the experts in cryptography and introducing methods of cryptography to the
mathematicians working in algebraic geometry and related areas.

A word about cryptography. Information security will continue to be one
of the greatest challenges of the modern world with implications in technology,
politics, economy, and every aspect of everyday life. Developments and drawbacks
of the last decade in the area will continue to put emphasis on searching for safer
and more e�cient crypto-systems. The idea and lure of the quantum computer
makes things more exciting, but at the same time frightening.

There are two main methods to achieve secure transmission of information:
secret-key cryptography (symmetric-key) and public-key cryptography (asymmetric-
key). The main disadvantage of symmetric-key cryptography is that a shared key
must be exchanged beforehand in a secure way. In addition, managing keys in a
large public network becomes a very complex matter. Public-key cryptography is
used as a complement to secret-key cryptography for signatures of authentication
or key-exchange. There are two main methods used in public-key cryptography,
namely RSA and the discrete logarithm problem (DLP) in cyclic groups of prime
order which are embedded on abelian varieties. The last method is usually referred
to as curve-based cryptography.

In addition, there is always the concern about the post-quantum world. What
will be the crypto-systems which can resist the quantum algorithms? Should we de-
velop such systems now? There is enthusiasm in the last decade that some aspects of
curve-based cryptography can be adapted successfully to the post-quantum world.
Supersingular Isogeny Di�e-Hellman (SIDH), for example, is based on isogenies of
supersingular elliptic curves and is one of the promising schemes for post-quantum
cryptography. Isogenies of hyperelliptic Jacobians of dimension 2 or 3 have also
been studied extensively in the last decade and a lot of progress has been made. In
this paper we give an overview of recent developments in these topics.

Audience. Computer security and cryptography courses for mathematics and
computer science majors are being introduced in all major universities. Curve-based
cryptography has become a big part of such courses and a popular area even among
professional mathematicians who want to get involved in cryptography. The main
di�culty that these newcomers is the advanced mathematical background needed
to be introduced to curve-based cryptography.
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Our target audience is advanced graduate students and researchers from math-
ematics or computer science departments who work with curve-based cryptography.
Many researchers from other areas of mathematics who want to learn about abelian
varieties and their use in cryptography will find these notes useful.

Notations and bibliography. The symbols N and Z will denote the natural
numbers and the ring of integers while Q, R, and C the fields of rationals, reals,
and complex numbers. Fp = Z/pZ will denote the field of p elements, for a prime
number p and Fq a field of q elements, where q = pn is a power of p.

In general a field will be denoted by k. We shall always assume that k is a
perfect field, i.e., every algebraic extension of k is separable.
Denote its characteristic by char k, and its algebraic closure by k̄. The Galois group
Gal(k̄/k) will be denoted by Gk. A number field will be denoted by K and its ring
of integers by OK .

By a ”curve” we mean an irreducible, smooth, algebraic curve. A genus g � 2
curve defined over k will be denoted by X/k or sometimes by Xg and its Jacobian
by JacX . The automorphism group of X , is denoted by AutX and it means the
full group of automorphisms of X over the algebraic closure k̄.

We will use A, B to denoted Abelian varieties defined over a field k and k(A),
k(B) their function fields. The set of n-torsion points of A will be denoted by A[n].
For a subgroup G of A, the quotient variety is denoted by A/G.

Background and preliminaries. We assume the reader is familiar with the
basic tools from algebra and algebraic geometry. Familiarity with algebraic curves
in the level of [25] is expected and the ability to read some of the classical works
on the subject [48], [47].

Organization of these notes. In Part 1 we give the mathematical back-
ground on Abelian varieties, their torsion points, and isogenies. We focus mostly
on Abelian varieties defined over fields of positive characteristic. The main refer-
ences here are [47], [48], and [22].

We give a brief introduction of abelian varieties as complex tori and period
matrices in Section 1. In Section 2 we focus on endomorphism rings of abelian vari-
eties and isogenies. We define the characteristic polynomial of the Frobenius, l-adic
Tate module, and Tate’s result on determining necessary and su�cient conditions
for two Abelian varieties to be isogenous.

Jacobian varieties are treated in detail in Section 3, including Picard groups on
curves, the group of divisors, canonical divisors, and the definition of the Jacobians.
In Section ?? we focus on the hyperelliptic Jacobians. We give an explicit construc-
tion of the group law, including a geometric interpretation analogue to that of the
elliptic curves from [37], and a generalization of division polynomials from [5] and
more recent work [32]. In Section 5 is given a brief introduction to modular curves
and their compactification.

In Part 2 we focus on applications of abelian varieties on cryptography. Our
main reference is [7] and the material provided in Part 1. In Section 7 we describe
the methods of index calculus in Picard groups and their use in cryptography.
Such methods have been quite successful due to work of Diem, Gaudry, et al. As
consequence one sees that only elliptic and hyperelliptic curves of genus  3 provide
candidates for secure crypto systems based on discrete logarithms. Hence we shall
discuss these curves in detail. In Section 8 we focus on isogenies of Jacobians
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via correspondences. We discuss the Weil descent, modular correspondences, and
correspondences via monodromy groups. It is an open and di�cult problem to find
interesting correspondences of low degree between Jacobian varieties induced by
correspondences between curves.

In Section 9 we focus on the elliptic curves and elliptic curve cryptography.
We give an explicit description of the methods used in supersingular isogeny-based
cryptography. We describe the necessary background including Velu’s formula,
ordinary and supersingular elliptic curves and the more recent results [11], [10],
[12] among others. The reason why isogeny-based cryptography could lead to some
very interesting applications is because the isogeny graphs of supersingular elliptic
curves are Ramanujan graphs with very interesting properties. We describe the
length of a random walk in such graphs in proposition 9 which is due to results in
[12].

In Section 10 we focus on dimension 2 Jacobians and their use in cryptogra-
phy. We give a brief geometric interpretation of the addition in a 2-dimensional
Jacobian and determine explicit formulas for [n]D, when D is a reduced divisor.
Methods based on [39] of how to compute the endomorphism ring of a dimension
2 Jacobian are described. Moreover, we describe in detail the modular polynomials
of genus 2 introduced by Gaudry, Dupont, Lauter and others. For a fixed prime
p denominators of these modular polynomials are divisible by the equation of the
Hurwitz space of the Frey-Kani covers, introduced by the first author of this paper
in [23] and computed by the second author for p = 3, 5 in [52], [44]. We continue
with the study of endomorphisms and in particular isogenies of Abelian surfaces
via Donagi-Livné approach and some recent results of Smith [59].

In Section 11 we study hyperelliptic Jacobians of dimension 3. We give a
short introduction of non-hyperelliptic and hyperelliptic genus 3 curves and their
plane equations. Then we define Picard groups of genus 3 curves and their use
in cryptography and results of Diem and Hess. In the following part we describe
the index-calculus attacks applied to genus 3 and results of Diem, Gaudry, Thomé,
Thériault. We also discuss isogenies via S4-covers and work of Frey and Kani [23],
[24] and Smith [59].

Throughout these notes we have aimed at giving brief accounts of some of the
recent trends of research taking place on abelian varieties and their applications
in cryptography. The reader is encouraged to check the original works for further
details.
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Part 1. Abelian varieties

In the first part of these notes we give the basic theory of abelian varieties,
their endomorphisms, torsion points, characteristic polynomial of the Frobenius,
Tate models, and then focus on Jacobian varieties and hyperelliptic Jacobians.
While there are many good references on the topic, we mostly use [48], [47], [62].

1. Definitions and basic properties

We shall use projective respectively a�ne schemes defined over k. Let n 2 N

and Ih (respectively I) be a homogeneous ideal in k[Y0, · · · , Yn] di↵erent from
< Y0, . . . Yn > (respectively an arbitrary ideal in k[X1, . . . , Xn]). Let Rh :=
k[Y0, . . . , Yn]/Ih (respectively R := k[X1, . . . , Xn]/I) be the quotients. By assump-
tion, Rh is a graded ring, and so localizations Rh,A with respect to homogeneous
ideals A are graded, too. Let Rh,A 0 be the ring of elements of grade 0.

The projective scheme Sh (respectively the a�ne scheme S) defined by Ih (I)
consists of

(1) the topological space Vh := Proj(Rh) (V := Spec(R)) consisting of homo-
geneous prime ideals in Rh with pre-image in k[Y0, . . . , Yn] di↵erent from
< Y0, . . . Yn > (prime ideals in R) endowed with the Zariski topology and

(2) the sheaf of rings of holomorphic functions given on Zariski-open sets
U ⇢ Vh (U ⇢ V ) as elements of grade 0 in localization of Rh,0 (R) with
respect to the elements that become invertible when restricted to U .

Examples:
1) The projective space P

n over k of dimension n is given by the ideal < 0 >⇢
k[Y0, . . . , Yn]. The ring of holomorphic functions on P

n (take U = P
n) is k.

Next take U = ; to get the ring of meromorphic functions on P
n: It consists of

the quotients

f/g with f, g homogeneous of degree d with g 6= 0.

2) The a�ne space A
n of dimension n over k is the topological space

Spec(k[X1, . . . Xn]).

The ring of holomorphic functions on An is k[X1, . . . , Xn], where polynomials are
interpreted as polynomial functions. The ring of meromorphic functions on A

n

(take U = ;) is the field of rational functions k(X1, . . . , Xn).
3) The easiest but important example for an a�ne scheme: Take n = 1, I =<

X1 >, V = Spec(k) = {(0)} and O(0) = k⇤.
Morphisms of a�ne or projective schemes are continuous maps between the

underlying topological spaces induced (locally) by (in the projective case, quotients
of the same degree) of polynomial maps of the sheaves.

Rational maps f between a�ne or projective schemes S and T are equivalence
classes of morphisms defined on open subschemes Ui of S with image in T and
compatible with restrictions to Ui \Uj . If f is invertible (as rational maps from T
to S), then f is birational, and S and T are birationally equivalent.

The k-rational points S(k) of a scheme S is the set of morphisms from Spec(k)
to S. The reader should verify that for projective schemes defined by the ideal Ih the
set S(k) is, in a natural way, identified with points (y0 : y1 · · · : yn) with k-rational
homogeneous coordinates in the projective space of dimension n which are common
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zeros of the polynomials in Ih, and an analogous statement holds for a�ne schemes.

Constant field extensions: Let k
◆

,! L be an embedding of k into a field L
(or k ⇢ L if the embedding is clear) of k. Let S be a projective (a�ne) scheme
defined over k with ring R. ◆ induces a morphism f◆ from R in R⌦k L =: R◆ given
by the interpretation via ◆ of polynomials with coe�cients in k as polynomials with
coe�cients in L. The prime ideal IS extends to a prime ideal in R◆ and hence we
get in a natural way a projective variety S◆ with a morphism

S◆ ! S
as Spec(k) schemes. S◆ is again a projective (a�ne) scheme now defined over L,
which is denoted as scalar extension by ◆. If there is no confusion possible (for
instance if k ⇢ L ⇢ k̄ and ◆ is the inclusion) we denote S◆ by SL.

A scheme S is irreducible if the ideal Ih (respectively I) is a prime ideal. S is
absolutely irreducible if S

k̄
is irreducible. This is the case if and only if k is alge-

braically closed in R. Classically, irreducible schemes are called irreducible varieties.

A�ne covers There are many possibilities to embed A
n into P

n, and there is no
“canonical” way to do this. But after having chosen coordinates there is a standard
way to construct a covering of P

n by n + 1 copies of A
n. Every homogeneous

polynomial P (Y0, ..., Yn) can be transformed into n + 1 polynomials pj(X) (j =
0, ..., n) in n variables by the transformation

tj : Yi 7! Xi := Yi/Yj .

Define Uj as open subscheme of P
n which is the complement of the projective

scheme attached to the ideal < Yj >. Then tj |Uj
is holomorphic and bijective

and its image is isomorphic to A
n: This image is the intersection of Pn with the

hyperplane given by the homogeneous equation Yj = 0.
By the inverse transform ◆j we embed A

n into P
n and so Uj is isomorphic to

A
n as a�ne variety. Taking the collection (◆0, . . . ◆n) we get a finite open covering

of Pn by n+ 1 a�ne subspaces.
Having an a�ne cover Uj of Pn one can intersect it with projective varieties V

and get

V =
[

j

Vj,awith Vj,a := V \ Uj

as union of a�ne varieties.

Converse process: Given a polynomial p(X1, ..., Xn) of degree d we get a homo-
geneous polynomial ph(Y0, ..., Yn) of degree d by the transformation

Xi 7! Yi/Y0 for i = 1, ..., n

and then clearing denominators. Assume that Va is an a�ne variety with ideal
Ia ⇢ K[X1, ..., Xn]. By applying the homogenization explained above to all poly-
nomials in Ia we get a homogeneous ideal Ih

a
⇢ K[Y0, ..., Yn] and a projective

variety V with ideal Ih
a

containing Va in a natural way. V is called a projective
closure of Va. By abuse of language one calls V \U0 = V \Va “infinite points” of Va.

Function Fields: Let S ⇢ A
n be an a�ne irreducible variety with ring R . In

particular, R is an integral domain. The function field k(S) is the quotient field of
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R. It consists of the meromorphic functions of An restricted to S. T is birational
equivalent to S if and only if k(S) = k(T ).

If ; 6= U is a�ne and open in a projective variety S then the field of meromor-
phic functions k(V ) is equal to k(U). In particular, it is independent of the choice
of U .

Definition 1. Let S be an irreducible variety. The dimension of S is the transcen-
dental degree of k(S) over k.

Group schemes: A projective (a�ne) group scheme G defined over k is a
projective (a�ne) scheme over k endowed with

i) addition, i.e., a morphism

m : G⇥G! G

ii) inverse, i.e., a morphism

i : G! G

iii) the identity, i. e., a k-rational point 0 2 G(k),

such that it satisfies group laws. The group law is uniquely determined by the
choice of the identity element.

A morphism of group schemes that is compatible with the addition law is a
homomorphism.

Let L be a field extension of k. G(L) denotes the set of L-rational points of
G and it is also a group. A homomorphism between groups schemes induces a
homomorphism between the group of rational points. If G is a projective variety,
then the group law m is commutative.

Definition 2. An Abelian variety defined over k is an absolutely irreducible pro-
jective variety defined over k which is a group scheme.

We will denote an Abelian variety defined over a field k by Ak or simply A when
there is no confusion. From now on the addition m(P,Q) in an abelian variety will
be denoted by P�Q or simply P+Q and the inversion i(P ) by  P or simply by �P .

Fact: A morphism from the Abelian varieties A1 to the Abelian variety A2 is a
homomorphism if and only if it maps the neutral element of A1 to the neutral
element of A2.

An abelian variety over a field k is called simple if it has no proper non-
zero Abelian subvariety over k, it is called absolutely simple (or geometrically
simple) if it is simple over the algebraic closure of k.

1.1. Complex tori and abelian varieties. Though we are interested in
Abelian varieties over arbitrary fields k or in particular, over finite fields, it is
helpful to look at the origin of the whole theory, namely the theory of Abelian
varieties over the complex numbers. Abelian varieties are connected, projective
algebraic group schemes. Their analytic counterparts are the connected compact
Lie groups.

Let d be a positive integer and C
d the complex Lie group (i.e., with vector

addition as group composition). The group C
d is not compact, but we can find

quotients which are compact. Choose a lattice ⇤ ⇢ C
d which is a Z-submodule of
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rank 2d. The quotient C
d/⇤ is a complex, connected Lie group which is called a

complex d-dimensional torus. Every connected, compact Lie group of dimension d
is isomorphic to a torus Cd/⇤.

A hermitian form H on C
d ⇥ C

d is a form that can be decomposed as

H(x, y) = E(ix, y) + i E(x, y),

where E is a skew symmetric real form on C
d satisfying E(ix, iy) = E(x, y). E is

called the imaginary part Img(H) of H.
The torus Cd/⇤ can be embedded into a projective space if and only if there

exists a positive Hermitian form H on C
d with E = Img(H) such that restricted to

⇤⇥ ⇤ has values in Z. Let Hg be the Siegel upper half plane

Hd = {⌧ 2 Matd(C) | ⌧T = ⌧, Img(⌧) > 0}.
Then, we have the following.

Lemma 1. Let Cd/⇤ be a complex torus attached to an abelian variety A. Then
⇤ is isomorphic to Z

d � ⌦ · Zd, where ⌦ 2 Hd.

The matrix ⌦ is called the period matrix of A. The lattice Â given by

Â := {x 2 C
d |E(x, y) 2 Z, for all y 2 �}

is called the dual lattice of ⇤. If Â = A then A is called a principally polarized
abelian variety.

For a principally polarized abelian variety A there exists a basis {µ1, . . . , µ2d}
of ⇤ such that

J := [E(µi, µj)]1i,j2d =


0 Id
�Id 0

�
.

The symplectic group

Sp(2d,Z) = {M 2 GL(2d,Z) | MJMT = J}
acts on Hd, via

Sp(2d,Z)⇥Hd ! Hd


a b
c d

�
⇥ ⌧ ! (a⌧ + b)(c⌧ + d)�1

where a, b, c, d, ⌧ are d ⇥ d matrices. The moduli space of d-dimensional abelian
varieties is

Ag := Hd/Sp(2d,Z).

The Jacobian of a projective irreducible nonsingular curve is a principally polarized
abelian variety. We will see Jacobian varieties in more detail in section 3.

2. Endomorphisms and isogenies

Let A, B be abelian varieties over a field k. We denote the Z-module of ho-
momorphisms A 7! B by Hom(A,B) and the ring of endomorphisms A 7! A by
EndA.

In the context of Linear Algebra it can be more convenient to work with the
vector spaces Hom0(A,B) := Hom(A,B)⌦ZQ, and End0 A := EndA⌦ZQ. Deter-
mining EndA or End0 A is an interesting problem on its own; see [50].

For any abelian variety A defined over a a number field K, computing EndK(A)
is a harder problem than computation of EndK̄(A); see [39, lemma 5.1] for details.
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Lemma 2. If there exists an algorithm to compute EndK(A) for any abelian
variety of dimension g � 1 defined over a number field K, then there is an algorithm
to compute EndK̄(A).

2.1. Isogenies. A homomorphism f : A! B is called an isogeny if Img f =
B and ker f is a finite group scheme. If an isogeny A! B exists we say that A and
B are isogenous. We remark that this relation is symmetric, see Lemma lemma 6.

The degree of an isogeny f : A! B is the degree of the function field extension

deg f := [K(A) : f?K(B)].

It is equal to the order of the group scheme ker(f).
The group of k̄rational points has order #(ker f)(k̄) = [K(A) : f?K(B)]sep,

where [K(A) : f?K(B)]sep is the degree of the maximally separable extension in
K(A)/f?K(B). f is a separable isogeny i↵

#ker f(k̄) = deg f.

Equivalently: The group scheme ker f is étale.
The following result should be compared with the well known result of quotient

groups of abelian groups.

Lemma 3. For any Abelian variety A/k there is a one to one correspondence
between the finite subgroup schemes K  A and isogenies f : A ! B, where B is
determined up to isomorphism. Moreover, K = ker f and B = A/K.

f is separable if and only if K is étale, and then deg f = #K(k̄).

Isogenous Abelian varieties have commensurable endomorphism rings.

Lemma 4. If A and B are isogenous then End0(A)⇠= End0(B).

Lemma 5. If A is a absolutely simple Abelian variety then every endomorphism
not equal 0 is an isogeny.

We can assume that k = k̄. Let f be an isogeny 6= 0 of A. Its kernel ker f is a
subgroup scheme of A (since it is closed in the Zariski topology because of conti-
nuity and under � because of homomorphy). It contains 0A and so its connected
component, which is, by definition, an Abelian variety.

Since A is simple and f 6= 0 this component is equal to {0A}. But it has finite
index in ker f (Noether property) and so ker f is a finite group scheme.

2.1.1. Computing isogenies between Abelian varieties. Fix a field k and let A
be an Abelian variety over k. Let H denote a finite subgroup of A. From the
computational point of view we have the following problems:

• Compute all Abelian varieties B over k such that there exists an isogeny
A! B whose kernel is isomorphic to H.

• Given A and H, determine the quotient B := A/H and the isogeny A!
B.

• Given two Abelian varieties A and B, determine if they are isogenous and
compute a rational expression for an isogeny A! B.

There is a flurry of research activity in the last decade to solve these problems
explicitly for low dimensional Abelian varieties; see [40], [42] among many others.
For a survey and some famous conjectures on isogenies see [22].
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Remark 1. For elliptic curves (Abelian varieties of dimension 1) and for Ja-
cobians of curves of genus 2 we shall come back to these questions in more detail.

2.2. Torsion points and Tate modules. The most classical example of a
separable isogeny is the scalar multiplication by n map:

[n] : A! A

The kernel of [n] is a group scheme of order n2 dimA (see [48]). We denote by A[n]
the group ker[n](k̄). The elements in A[n] are called n-torsion points of A.

Lemma 6. Let f : A! B be a degree n isogeny. Then there exists an isogeny
f̂ : B ! A such that

f � f̂ = f̂ � f = [n].

Corollary 1. Let A be an (absolutely) simple Abelian variety. Then End(A)0

is a skew field.

Proof. Every endomorphism 6= 0 of A is an isogeny, hence invertible in
End(A)0. ⇤

Theorem 3. Let A/k be an Abelian variety, p = char k, and dimA = g.
i) If p - n, then [n] is separable, #A[n] = n2g and A[n]⇠=(Z/nZ)2g.
ii) If p | n, then [n] is inseparable. Moreover, there is an integer 0  i  g such

that

A[pm]⇠=(Z/pmZ)i, for all m � 1.

If i = g then A is called ordinary. If A[ps](K̄) = Z/ptsZ then the abelian
variety has p-rank t. If dimA = 1 (elliptic curve) then it is called supersingular
if it has p-rank 0.1 An abelian variety A is called supersingular if it is isogenous
to a product of supersingular elliptic curves.

Remark 2. If dimA  2 and A has p-rank 0 then A is supersingular. This is
not true for dimA � 3.

Let l be a prime di↵erent from p = char K and k 2 N. Then,

[l]A
⇥
lk+1

⇤
= A[lk].

Hence, the collection of groups

. . .A[lk+1], . . . ,A[lk], . . .

forms a projective system. The l-adic Tate module of A is

Tl(A) := lim � A[lk].

Lemma 7. The Tate module Tl(A) is a Zl-module isomorphic to Z
2 dimA
l

.

Next we will see another interpretation of the Tate module in terms of the
Galois representation.

2.3. l-adic representations and characteristic polynomials.

1For an alternative definition see theorem 36.
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2.3.1. Galois representations. Torsion points on abelian varieties are used to
construct very important representations of the Galois group of k. Let n be rela-
tively prime to p. Then Gk acts on A[n] which gives rise to a representation

⇢A,n : Gk ! Aut
�
(Z/nZ)2g

�

and after a choice of basis in A[n] yields a representation

⇢A,n : Gk ! GL2g(Z/nZ)

This action extends in a natural way to Tl(A) ⌦ Q` and therefore to a `-adic rep-
resentation ⇢̃A,l which is called the l-adic Galois representation attached to
A.

2.3.2. Representations of endomorphisms. Let � be an endomorphism of the
g-dimensional Abelian variety A. By restriction � induces a Z-linear map �n on
A[n]. Since the collection (�`k) is compatible with the system defining T`(A) it
yields a Z`-linear map ˜phi

`
on T`(A) .

Applying this construction to all elements in End(A) we get an injection (since
A[�1]) is Zariski-dense in A) from End(A) into Gl(2g,Z`). By tensorizing with Q`

we get the `-adic representation

⌘̃` : End(A)⌦Q` ! Gl2g(Q`).

Theorem 4. ⌘̃` is injective.

For a proof see in [48, Theorem 3, p.176]. This result has important conse-
quences for the structure of End0(A), more precisely End0(A) is a Q-algebra of
dimension  4 dim(A)2.

Adding more information (see Corollary 2 in [48]) one gets that End( A) is
a semi-simple algebra, and by duality (key word Rosati-involution) one can apply
a complete classification due to Albert of possible algebra structures on End0(A),
which can be found on [48, p.202].

The question is: Which algebras occur as endomorphism algebras? The situa-
tion is well understood if k has characteristic 0 (due to Albert) but wide open in
characteristic p > 0. For g = 1 (elliptic curves) everything is explicitly known due
to M. Deuring. We describe the results in theorem 36.

Characteristic Polynomial: For � 2 End0(A) let �̃` its `-adic representation.
Denote its characteristic polynomial by �`,�(T ) 2 Z`[T ].

Theorem 5 (Weil). �`,�(T ) is a monic polynomial ��(T ) 2 Z[T ] which is
independent of `. We have

��(�) ⌘ 0 on A,

and so it is justified to call ��(T ) the characteristic polynomial of �.

The degree of ��(T ) is 2 dim(A), the second-highest coe�cient is the negative
of the trace of �, and the constant coe�cient is equal to the determinant of �.

2.3.3. Frobenius representations. Let A be a g-dimensional Abelian variety de-
fined over Fq, where q = pd for a prime p and F̄q the algebraic closure of Fq. Let
⇡ 2 Gal(F̄q/Fq) be the Frobenius automorphism of Fq, given by

⇡ : x! xp.
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Since Gal(F̄q/Fq) is topologically generated by ⇡ and because of continuity of
⇢A,n it is determined by ⇢A,n(⇡).

(1) �A,q(T ) := �(T ) (⇢̃A,l(⇡)) 2 Z`[T ]

is the characteristic polynomial of the image of ⇡ under ⇢̃A,l.

Lemma 8 (Weil). �A,q(T ) is a monic polynomial of degree 2g in Z[T ], inde-
pendent of `, and for all n 2 N we get

�A,q(T ) ⌘ �(⇢A,n(⇡) mod n.

In the coming sections (cf. Eq. 11) we will see in more detail some of the
properties of the characteristic polynomial of the Frobenius.

Lemma 9 (Tate). We continue to take k = Fq. The `-adic representation
⇢̃A,l is semi-simple and so is determined by their characteristic polynomials of the
Frobenius, �(T ) (⇢̃A,l(⇡)).

2

Next we have the following important result:

Theorem 6 (Tate). Let A and B be Abelian varieties over a finite field Fq and
�A and �B the characteristic polynomials of their Frobenius endomorphism and
l 6= p a prime. The following are equivalent.

i) A and B are isogenous.
ii) �A,q(T ) ⌘ �B,q(T )
iii) The zeta-functions for A and B are the same. Moreover, #A(Fqn) =

#B(Fqn) for any positive integer n.
iv) Tl(A)⌦Q⇠=Tl(B)⌦Q

Geometric Interpretation: We continue to assume that A is an Abelian variety
defined over Fq Hence ⇡ acts on the algebraic points of A by exponentiation on
coordinates with q. This action induces an action on the function field Fq(A) given
again by exponentiation by q.

This action is polynomial, and so it induces a morphism on A. Without loss of
generality we can assume that this morphism fixes 0A and so is an endomorphism
�q called the Frobenius endomorphism.

So for given A, the Frobenius automorphism plays a double role as Galois
element and as endomorphism, and this is of great importance for the arithmetic
of Abelian varieties over finite fields.

The explicit knowledge of �q yields immediately that it is purely inseparable
and

deg �q = [K(A) : ⇡?K(A)] = qg.

As endomorphism �q has an `-adic representation. By construction its characteris-
tic polynomial is equal to �A,q(T ). It follows that �A,q(�q) ⌘ 0 as endomorphism.
This motivates the following definition.

Definition 7. �A,q(T ) is the characteristic polynomial of the Frobenius endomor-
phism �q of A.

2An analogous result for k = K a number field is the main result of Faltings on his way to
prove Mordell’s conjecture.
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This polynomial can be used for counting points on A(Fq): Since �q is purely
inseparable the endomorphism �q � idA is separable, and hence deg ker(�q � idA)
is equal to the number of elements in its kernel. Since ⇡ fixes exactly the elements
of Fq the endomorphism �q fixes exactly A(Fq) and so ker(�q � idA)(F̄q) = A(Fq).
By linear algebra it follows

Theorem 8.

#(A(Fq) = �A,q(1).

In the next few sections we will focus on some special cases of Abelian varieties,
namely Jacobian varieties and more specifically on Jacobian varieties of hyperellip-
tic curves.

3. Projective Curves and Jacobian Varieties

Our main focus in the next few sections will be on Jacobian varieties or Jaco-
bians of curves.

3.1. Curves. First let us establish some notation and basic facts about alge-
braic curves.

Convention: In this paper the notion curve is an absolutely irreducible projective
variety of dimension 1 without singularities.

At some rare points of the following discussion it is convenient to have that
C(k) 6= ;, and without loss of generality we then can assume that there is a point
P1 “at infinity”, i.e. in C(k) \ U0. If we have to study curves with di↵erent
properties (like being a�ne of having singularities) we shall state this explicitly.

Let C be a curve defined over k. Hence there is n 2 N and a homoge-
neous prime ideal < X0, X1, . . . , xn > 6= IC ⇢ k[X0, . . . , Xn] such that, with R =
k[X0, . . . , Xn]/IC, we have

(1) C is the scheme consisting of the topological space Proj(R) and the sheaf
of holomorphic functions given on open subsets U of Proj(R) by the lo-
calization with respect to the functions in R not vanishing on U .

(2) The dimension of C is one, i.e. for every non-empty a�ne open subset
U ⇢ Proj(R) the ring of holomorphic functions RU on U is a ring with
Krull dimension 1.

(3) C is regular, i.e. the localization of R with respect to every maximal ideal
M in R is a discrete valuation ring RM of rank 1. The equivalence class
of the valuations attached to RM is the place p of C, in this class the
valuation with value group Z is denoted by wM . Alternatively we use the
notation Rp and wp. A place p of C is also called prime divisor of C.

(4) (Absolute irreducibility) IC ·k̄[X0, . . . , Xn] is a prime ideal in k̄[X0, . . . , Xn].
This is equivalent with: k is algebraically closed in Quot(R).

As important consequence we note that for all open ; 6= U 6= C the ring RU is a
Dedekind domain.

3.1.1. Prime Divisors and Points. The set of all places p of the curve C is
denoted by ⌃C(k). The completeness of projective varieties yields

Proposition 1. There is a one-to-one correspondence between ⌃C(k) and the
equivalence classes of valuations of k(C), which are trivial on k.
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Let p 2 ⌃C(k) be a prime divisor with corresponding maximal ideal Mp and
valuation ring Rp. We have a homomorphism

rp : Rp ! Rp/Mp =: L

where L is a finite algebraic overfield of k.

Definition 9. The degree of the prime divisor p is deg(p) := [L : k].

If deg(p) = 1 then L = k and rp induces a morphism from Spec(k) into C and
so corresponds to a point P 2 C(k), uniquely determined by p.

More explicitly: The point P has the homogeneous coordinates (y0 : y1 : . . . , :
yn) with yi = rp(Yi).

Lemma 10. The set ⌃1
C(k) of prime divisors of C of degree 1 is in bijective

correspondence with the set of k-rational points C(k) of the curve C.

Now look at C
k̄
, the curve obtained from C by constant field extension to the

algebraic closure of k. Obviously, every prime divisor of C
k̄
has degree 1, and so

Corollary 2. The set of prime divisors of C
k̄
corresponds one-to-one to the

points in C
k̄
(k̄).

Let us go back to k. Since k̄/k is separable we get that every equivalence
classes p of valuations of k(C), which are trivial on k has deg(p) = d extensions to
k̄, and these extensions are conjugate under the operation of Gk (Hilbert theory of
valuations). Denote these extension by (p̃1, . . . , p̃d and the corresponding points in
C
k̄
(k̄) by (P1, . . . , Pd). Then {P1, . . . , Pd} is an orbit under the action of Gk and it

is clear how to get

Corollary 3. ⌃C(k) corresponds one-to-one to the Gk-orbits of C
k̄
(k̄).

3.2. Divisors and Picard groups. Let C be curve over k. A group of k-
rational divisors DivC(k) of C is defined by

Definition 10. DivC(k) =
L

p2⌃C(k)
Z · p, i.e. DivC(k) is the free abelian group

with base ⌃C(k).

Hence a divisor D of C is a formal sum

D =
X

p2⌃C(k)

zp P

where zp 2 Z and zp = 0 for all but finitely many prime divisors p. So it makes
sense to define

deg(D) =
X

p2⌃C(k)

zp.

As we have seen in Corollary 3 we can interpret divisors as formal sum of Gk-orbits
in C

k̄
((̄k). But we remark that taking points in C(k) is in general not enough to get

all k-rational divisors of C.
The map

D 7! deg(D)

is a homomorphism from DivC(k) to Z. Its kernel is the subgroup DivC(k)0 of
divisors of degree 0.
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Example 1. Let f 2 k(C)⇤ be a meromorphic function on C. For p 2 ⌃C(k)
we have defined the normalized valuation wp. The divisor of f is defined as

(f) =
X

⌃C(k)

wp · p.

It is not di�cult to verify that (f) is a divisor, and that its degree is 0, see [60].
Moreover (f ·g) = (f)+(g) for functions f, g, and (f�1) = �(f). The completeness
of C implies that (f) = 0 if and only if f 2 k⇤, and so (f) determines f up to scalars
6= 0.

So the set of principal divisors PDivC(k) consisting of all divisors (f) with
f 2 k(C) is a subgroup of Div0C(k).

Definition 11. The group of divisor classes of C is defined by

PicC(k) := DivC(k)/PDivC(k)

and is called the divisor class group of C.
The group of divisor classes of degree 0 of C is defined by

Pic0C(k) := Div0C(k)/PDivC(k)

and is called the Picard group (of degree 0) of C.

The Picard Functor: Let L be a finite algebraic overfield of k and CL the curve
obtained from C by constant field extension. Then places of K(C) can be ex-
tended to places of L(CL) and by the conorm map we get an injection of DivC(k)
to DivCL(L). The well known formulas for the extensions of places yield that
conormL/k(Div0C(k)) ⇢ Div0CL

(L) and that principal divisors are mapped to princi-
pal divisors. Hence we get a homomorphism

conormL/k : Pic0C(k)! Pic0CL
(L)

and so we get a functor

Pic0 : L 7! Pic0CL
(L)

from the category of algebraic extension fields of k to the category of abelian groups.
Coming ”from above” we have a Galois theoretical description of this functor:

Clearly

DivCL(L) = DivC{k̄
(k̄)GL

and the same is true for functions. With a little bit of more work one sees that an
analogue result is true for PDivCL(L) and for Pic0CL

(L):

Theorem 12. Under the assumption made for curves C we have that for finite
extension fields L with k ⇢ L ⇢ k̄ the functor

L 7! Pic0CL
(L)

is the same as the functor

L 7! Pic0Ck̄
(k̄)GL .

In particular, we have

Pic0Ck̄
(k̄) =

[

k⇢L⇢k̄

Pic0CL
(L)

where inclusions are obtained via conorm maps.
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Remark 3. For L/k finite algebraic we have also the norm map of places of
CL to places of Ck, which induces a homomorphism from Pic0CL

(L) to Pic0C(k). In
general, this map will be neither injective nor surjective.

It is one of the most important facts for the theory of curves that the functor
Pic0 can be represented: There is a variety JC defined over k such that for all
extension fields L of K we have a functorial equality

JC(L) = Pic0CL
(L).

JC is the Jacobian variety of C. This variety will be discussed soon.

3.3. The Theorem of Riemann-Roch. In this subsection we take as guide-
line the book [60] of H. Stichtenoth.

3.3.1. Riemann-Roch Spaces. We define a partial ordering of elements in DivC(k)
as follows; D =

P
p2⌃C(k)

zp is e↵ective (D � 0) if zp � 0 for every p, and D1 � D2

if D1 �D2 � 0.

Definition 13. Let D =
P

p2⌃C(k)
zp 2 DivC(k). The Riemann-Roch space

associated to D is

L(D) = {f 2 k(C)⇤ with (f) � �D} [ {0}.

So the elements x 2 L(D) are defined by the property that wp(x) � �zp for all
p 2 ⌃C(k).

Basic properties of valuations imply immediately that L(D) is a vector space
over k. This vector space has positive dimension if and only if there is a function
f 2 k(C)⇤ with D + (f) � 0, or equivalently, D ⇠ D1 with D1 � 0.

Here are some immediately obtained facts: L(0) = k and if deg(D) < 0 we get
L(D) = {0}. If deg(D) = 0 then either D is a principal divisor or L(D) = {0}.

The following result is not di�cult to prove but fundamental.

Proposition 2. [60, Proposition 1.4.9] Let D = D1 �D2 with Di � 0. Then

dim(L(D))  deg(D1) + 1.

We remark that for D ⇠ D0 we have `(D) ⇠ `(D0). In particular L(D) is a
finite-dimensional k-vector space.

Definition 14. `(D) := dimk(L(D)).

To compute `(D) is a fundamental problem in the theory of curves. It is
solved by the Theorem of Riemann-Roch. A first estimate is a generalization of the
proposition above: For all divisors D we have the inequality

`(D)  deg(D) + 1.

For a proof one can assume that `(D) > 0 and so D ⇠ D0 > 0. The important fact
is that one can estimate the interval given by the inequality.

Theorem 15 (Riemann). For given curve C there is a minimal number gC 2
N [ {0} such that for all D 2 DivC we have

`(D) � deg(D) + 1� gC .

For a proof see [60, Proposition 1.4.14]. So

gC = max{degD � `(D) + 1; D 2 DivC(k)}
exists and is a non-negative integer independent of D.
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Definition 16. gC is the genus of C.

We remark that the genus does not change under constant field extensions
because we have assumed that k is perfect. This can be wrong in general if the
constant field of C has inseparable algebraic extensions.

There is a corollary of the theorem.

Corollary 4. There is a number nC such that for deg(D) > nC we get equality

`(D) = deg(D) + 1� gC .

Theorem 15 together with its corollary i the “Riemann part ” of the Theorem
of Riemann-Roch for curves. To determine nC and to get more information about
the inequality for small degrees one needs canonical divisors.

3.3.2. Canonical Divisors. Let k(C) be the function field of a curve C defined
over k. To every f 2 k(C) we attach a symbol df , the di↵erential of f lying in
a k(C)-vector space ⌦(k(C)) generated by the symbols df modulo the following
relations: For f, g 2 k(C) and � 2 k we have

i)d(�f + g) = �df + dg
ii)d(f · g) = fdg + gdf .

The relation between derivations and di↵erentials is given by the

Definition 17 (Chain rule). Let x be as above and f 2 k(C). Then df =
(@f/@x)dx.

As in calculus one shows that the k(C)-vector space of di↵erentials ⌦(k(C)) has
dimension 1 and it is generated by dx for any x 2 k(C) for which k(C)/k(x) is finite
separable.

We use a well known fact from the theory of function fields F in one variable
i.e finitely generated fields of transcendence degree 1 over a perfect field k:

Let p be a place of F , i.e. an equivalence class of discrete rank one valuations of
F trivial on k). Then there exist a function tp 2 F with wp(tP) = 1 and [F : k(tp)
separable. We apply this to F = k(C). For all p 2 ⌃C(k) we choose a function tp
as above. For a di↵erential 0 6= ! 2 ⌦(k(C) we get ! = fp · dtp.

Definition 18. The divisor (!) is given by

(!) :=
X

p2⌃p

wp(fp) · p.

! is a called a canonical divisor of C.

The chain rule implies that this definition is independent of the choices, and
the relation to di↵erentials yields that (!) is a divisor.

Since ⌦(k(C) is one-dimensional over k(C) it follows that the set of canonical
divisors of C form a divisor class KC 2 PicC(k) called the canonical class of C.

We are now ready to formulate the Theorem of Riemann-Roch

Theorem 19. Let (W ) be a canonical divisor of C. For all D 2 DivC(k) we
have

`(D) = deg(D) + 1� gC + `(W �D).

For a proof see Section 1.5 in the book [60].
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A di↵erential ! is holomorphic if (!) is an e↵ective divisor. The set of holo-
morphic di↵erentials is a k-vector space denoted by ⌦0

C which is equal to L(W ).
Take D = 0 respectively D = W in the theorem of Riemann-Roch to get

Corollary 5. ⌦0
C is a gC- dimensional k- vector space and deg(W ) = 2gC�2.

For the applications we have in mind there are two further consequences of the
Riemann-Roch theorem important.

Corollary 6. The following are true:

(1) If deg(D) > 2gC � 2 then `(D) = deg(D) + 1� gC .
(2) In every divisor class of degree g there is a positive divisor.

Proof. Take D with deg(D) � 2gC � 1. So deg(W �D)  �1 and so `(W �
D) = 0. Take D with deg(D) = gC . Then `(D) = 1 + `(W �D) � 1 and so there
is a positive divisor in the class of D. ⇤

4. Applications of the Theorem of Riemann-Roch

4.1. The Hurwitz genus formula. In the theory of curves the notion of a
cover is important.

Definition 20. Let C, D be curves defined over k, with D not necessarily irre-
ducible. A finite surjective morphism

⌘ : D ! C

from D to C is a cover morphism, and if such a morphism exists we call D a cover
C.

As usual, we denote by

⌘⇤ : k(C) ,! k(D)

the induced monomorphism of the function fields and identify k(C) with its image.
⌘ is separable i↵ k(D) is a separable extension of k(C), and ⌘ is Galois with Galois
group G if k(D)/k(C) is Galois with group G. The cover ⌘ is geometric if k is
algebraically closed in k(D).

Assume in the following that ⌘ is separable. We shall use the well known
relations between prime divisors of k(C) and those of k(D) such as extensions,
ramifications and sum formulas for the degrees. In particular we get:

Let p 2 ⌃C(k) be a prime divisor. Let P1, . . . ,Pr be the primes divisors in
⌃D(k) which extend p, written as P|p. Let tp an element in k(C) with wp(tp) = 1.
The ramification number e(Pi/p) =: ei is defined as ei = wPi

(tp), hence there is a
function tPi

on D such that tP
ei
i

= tp ·u with wPi
(u) = 0. The conorm of p is the

divisor conorm(p) =
P

i
Pei

i
and its degree is [k(D) : k(C)], the norm of Pi is p.

⌘ is tamely ramified if for all p 2 ⌃C(k) the ramification numbers of all exten-
sions are prime to char(k).

We want to relate the genus of D to the genus of C. Let x 2 k(C) be such
that k(C)/k(x) is finite separable, and let dxC respectively dxD be corresponding
di↵erentials with divisors (dx)C and dxD. We know that

2gC � 2 = deg(dx)C and 2gD � 2 = deg(dx)D.
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We compute the value zp respectively zPi
of these divisors at p 2 ⌃C(k) and in

the extensions P1, . . .Pr with ramification numbers ei: To easy notation we take
P := Pi, ei = eP and tP 2 k(D) with wP = 1. Then we can choose

tp = u · tePP 2 k(C),

with wp(u) = 0. By the rules for di↵erentials we get dtp = (eP ·u·teP�1
P +u0 ·tePP )dtP

and so
wP(dx) = eP · wp(dx) + eP � 1.

Summing up over P1, . . . ,Pr we get that

deg(
X

P|p

zP) = deg(
rX

i=1

zpP
e

i
) +

rX

i=1

(ei � 1).

Summing up over all p 2 ⌃C(k) we get

Theorem 21 (Hurwitz). Let

⌘ : D ! C
be a separable tamely ramified cover of degree n and denote by eP the ramification
order of P 2 ⌃D(k). Then

2gD � 2 = n · (2gC � 2) +
X

P2⌃D

(eP � 1).

Example 2. Assume that C = P
1. One sees easily that gP1 = 0. Let D be

tamely ramified cover of degree n of P1. Then

gC = �n+ 1/2
X

P2⌃D(k)

(eP � 1) + 1.

In particular P
1 has no unramified extensions.

The special case n = 2 will be important for us. Assume that char(k) 6= 2.
Then we can apply the Hurwitz formula and get

gD = 1/2r � 1

where r is the number of prime divisors of P1 (or of D ) which are ramified (i.e.
ramification order is larger than 1) under ⌘.

4.2. Gonality of curves and Hurwitz spaces. We fix a curve C defined
over k and look at covers

⌘ : C ! P
1.

In this subsection we use the assumption that C has a k-rational point P1 and
hence a prime divisor p1 of degree 1.

Definition 22. The gonality �C is defined by

�C = min
�
deg(⌘ : C ! P

1
 
= min {[k(C) : k(x)], x 2 k(C)} .

For x 2 k(C)⇤ define the pole divisor (x)1 by

(x)1 =
X

p2⌃C(k)

max(0,�wp(x)) · p.

By the property of conorms of divisors we get deg((x)1) = [k(C) : k(x)] if x /2 k
and so

�C = min(deg((x)1)), x 2 k(C) \ k.
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Proposition 3. For �C � 2 we have �C  g.

Proof. By the theorem of Riemann-Roch `(gC ·P1) = 1+ `(W �gC ·P1) and
since gC � 2 the divisor W � gC · P1) has degree � 0 and so `(W � gC · P1) � 1.
But then `(gC · P1) � 2 and there is a non-constant function x whose pole divisor
is a multiple of p1 of order  gC . ⇤

This proves more than the proposition.

Corollary 1. For curves C of genus � 2 with prime divisor p1 of degree 1
there exists a cover

⌘ : C ! P
1

with deg(⌘) = n  gC such that p1 is ramified of order n and so the point P1 2 C(k)
attached to p1 is the only point on C lying over the infinite point (0 : 1) of P1.

In general, the inequality in the proposition is not sharp but of size g/2 as we
shall see below. Curves with smaller gonality are special and so per se interesting.

4.2.1. Gonality of the generic curve. In this subsection we shall assume that k
is algebraically closed.

We are interested in the classification of isomorphic classes of projective irre-
ducible regular curves of genus g � 2.

The moduli scheme Mg is a scheme defined over k with the property that is
parametrizes these classes: To every point P there is a unique class of a curve C of
genus g. The coordinates of C (chosen in an appropriate a�ne open neighborhood)
are the invariants of C. It is a classical task to determine such systems of invariants
and then to find the curve C with these invariants. We shall come back to this in
the case of curves of small genus.

Remark 4. The scheme Mg is defined over non-algebraically closed fields k
but then it is only a coarse moduli scheme.

The construction of Mg is done over C either by Teichmller theory or, more
classically, by Hurwitz spaces (see below), and so over algebraically closed fields of
characteristic 0 by the so-called Lefschetz principle. Its existence in the abstract
setting of algebraic geometry uses deep methods of geometric invariant theory as
developed and studied by Deligne and Mumford in [13].

One knows that Mg is irreducible and so there exists a generic curve of genus
g. Moreover the dimension of Mg is equal to 3g�3. Curves with special properties
(i.e. non-trivial automorphisms or small gonality) define interesting subschemes of
Mg. be the moduli space of curves of genus g � 2 defined over k. Here is one
example.

Definition 23. A curve C with genus � 2 is hyperelliptic i↵ it has gonality 2.

The subspace of hyperelliptic curves in Mg is the hyperelliptic locus Mg,h. We
shall see below that this locus has dimension 2g � 1.

Hurwitz spaces: We continue to assume that k is algebraically closed.
We look at curves C and separable covers ⌘ : C ! P

1 of degree n.
⌘⇤ allows to identify k(P1) =: k(x) with a subfield of K(C).
First, we introduce equivalence: ⌘ ⇠ ⌘0 if there are isomorphisms ↵ : C ! CC 0 and
� 2 Aut(P1) with

� � ⌘ = ⌘0 � ↵.
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The monodromy group of ⌘ is the Galois group of the Galois closure L of k(C)/k(x).
We embed G into Sn, the symmetric group with n letters.
We fix the ramification type of the covers ⌘ we look at. We assume that exactly
r � 3 points in P

1(k) are ramified (i.e. the corresponding prime divisors have at
least one extension to k(C) with ramification order > 1 and that all ramification
orders are prime to char(k). It follows that the ramification groups are cyclic.

By the classical theory of covers of Riemann surfaces, which can be transferred
to the algebraic setting by the results of Grothendieck (here one needs tameness of
ramification) it follows that there is a tuple (�1, . . . ,�r) in Sn such that �1 ···�r = 1,
ord(�i) = ei is the ramification order of the i-th ramification point Pi in L and
G := h�1, . . . ,�ri is a transitive group in Sn.
We call such a tuple the signature � of the covering ⌘.
We remark that such tuples are determined up to conjugation in Sn, and that the
genus of C is determined by the signature because of the Hurwitz genus formula.

Let H� be the set of pairs ([⌘], (p1, . . . , pr), where [⌘] is an equivalence class of
covers of type �, and p1, . . . , pr is an ordering of the branch points of � modulo
automorphisms of P1. This set carries the structure of a algebraic scheme., in fact it
is a quasi-projective variety, the Hurwitz space H�. We have the forgetful morphism

�� : H� !Mg

mapping ([⌘], (p1, . . . , pr) to the isomorphic class [C] in the moduli space Mg. Each
component of H� has the same image in Mg.
We define the moduli dimension of � (denoted by dim(�)) as the dimension of
��(H�); i.e., the dimension of the locus of genus g curves admitting a cover to P

1

of type �. We say � has full moduli dimension if dim(�) = dimMg.

Example 3. Take n = 2, so G = S2, r � 6 and char(k) 6= 2 and the notations
from above. A signature � is completely determined by the r ramification points
P1, · · · , Pr. Hence H� consists of classes of hyperelliptic curves of genus gr =
r/2 � 1 ( so r is even). Since we can apply automorphisms of P1 we can assume
that P1 = (1 : 0), P2 = (1, 1), P3 = (0 : 1) and so we have r � 3 free parameters
modulo a finite permutation group.

So the moduli dimension is r�3 = 2g+2, and the hyperelliptic locus Mg,h has
dimension 2g � 1 and codimension g � 2. Hence all curves of genus 2 are hyperel-
liptic, and for g � the locus of the hyperelliptic curves has positive codimension.

For a fixed g � 3, we want to find � of full moduli dimension and of minimal
degree. This would give a generic covering of minimal degree for a generic curves
of genus g and so its gonality.
A first condition is that r = 3g. Because of the Hurwitz genus formula this yields
conditions for the ramification cycles, which have to have minimal order. This is
worked out in [56].

Lemma 11. For any g � 3 there is a minimal degree d = b g+3
2 c generic cover

 g : Cg ! P
1

of full moduli dimension from a genus g curve Cg such that it has r = 3g branch
points and signature:
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i) If g is odd, then � = (�1, . . . ,�r) such that �1, . . . ,�r�1 2 Sd are transposi-
tions and �r 2 Sd is a 3-cycle.

ii) If g is even, then � = (�1, . . . ,�r) such that �1, . . . ,�r 2 Sd are transposi-
tions.

4.2.2. Equations for Curves. There is a one-to-one correspondence between
function fields F of transcendence degree 1 over the field of constants k (which
is assumed to be algebraically closed in F and isomorphic classes of projective reg-
ular absolutely irreducible curves C with k(C) = F . The natural question is: Given
F , how can one find C as embedded projective curve in an appropriate P

n?
The main tool to solve this question are Riemann-Roch systems. Let D with

`(D) = d+ 1 > 0 and (f0, f1, . . . , fd) a base of L(D). Then

�D : C(k̄)! P
d((̄k)

P 7! (f0(P ) : f1(p) : · · · : fd(P ))

is a rational map defined in all points for which f0, . . . , fd do not vanish simultane-
ously. L(D) is without base points if this set is empty, and then �D is a morphism
from C in P

d.

Lemma 12. For g � 3 and D = WC the space L(W ) = ⌦0
C is without base

points, and so �W is a morphism from C to P
gC�1.

�W may not be an embedding but the only exception is that C is hyperelliptic,
and than the image of �W is the projective line.

Theorem 24. Let C be a curve of genus gC > 2 and assume that C is not hy-
perelliptic. Then �W is an embedding of C into P gC�1 and the image is a projective
regular curve of degree 2gC � 2 (i.e. the intersection with a generic hyperplane has
2gC � 2 points).

So having determined a base of the canonical class of C one gets a parameter
representation of C and then one can determine the prime ideal in k[Y0, . . . , ygC ]
vanishing on �W (C). �W is the canonical embedding of C.

Example 4. Take gC = 3 and assume that C is not hyperelliptic. Then the
canonical embedding maps C to a regular projective plane curve of degree 4. In
other words: All non-hyperelliptic curves of genus 3 are isomorphic to non-singular
quartics in P

2.

Plane Curves: Only very special values of the genus of C allow to find plane
regular projective curves isomorphic to C. We have just seen that g = 3 is such a
value. The reason behind is the Plcker formula, which relates degree, genus and
singularities of plane curves. But of course, there are many projective plane curves
which are birationally equivalent to C:

Take x 2 k(CC) \ k with k(C)/k(x) separable. Then there is an element
y 2 k(C) with k(x, y) = k(C), and by clearing denominators we find a polynomial
G(x, y) 2 k[X,Y ] with G(x, y) = 0. Then the curve C0 given by the homogenized
polynomial

Gh(X,Y, Z) = 0

is a plane projective curve birationally equivalent to C but, in general, with singu-
larities. Using the gonality results we can chose G(X,Y ) such that the degree in Y
is b g+3

2 c.
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Using the canonical embedding for non hyperelliptic curves and general projections
we can chose Gh(X,Y, Z) as homogeneous polynomial of degree 2gC � 2.

In the next subsection we shall describe a systematic way to find plane equations
for hyperelliptic curves.

4.2.3. Plane equations for elliptic and hyperelliptic curves, Weierstrass normal
forms. We first focus on elliptic curves.

Elliptic Curves
We assume that E is a curve of genus 1 with a k-rational point P1 and corre-

sponding prime divisor p1. By definition, E is an elliptic curve defined over k. We
look at the Riemann-Roch spaces Li := L(ı · p1) and denote their dimension by `i.
Since 2gE � 2 = 0 we can use the theorem of Riemann-Roch to get: `i = i. Hence
L1 =< 1 >, L2 =< 1, x > with a function x 2 k(E) with (x)1 = 2p1, L3 = h1, x, yi
with (y)1 = 3p1 and L5 = h1, x, x2, y, xyi with 5 linearly independent functions.

Now look at L6. This is a vector space of dimension 6 over k. It contains the
seven elements {1, x, x2, x3, y, xy, y2} and hence there is a non-trivial linear relation

X

0i3; 0j2

ai,jx
iy2.

Because of the linear independence of (1, x, x2, y, xy) we get that either a3,0 or a0,2
are not equal 0, and since x3 and y2 have a pole of order 3 in p1 it follows that
a0,2 · a3,0 6= 0. By normalizing we get x and y satisfy the equation

Y 2 + a1X · Y + a3Y = a0X
3 + a2X

2 + a4X + a6.

By multiplying with a20 and substituting (X,Y ) by (a0X, a0Y ) we get an a�ne
Weierstrass equation for E :

WEaff : Y 2 + a1X · Y + a3Y = X3 + a2X
2 + a4X + a6.

The homogenization give the cubic equation

WE : Y 2 · Z + a1X · Y · Z + a3Y · Z2 = a0X
3 + a2X

2 · Z + a4X · Z2 + a6 · Z3

which defines a plane projective curve.
The infinite points of this curve have Z = 0, and so only infinite point is

P1 = (0, 1, 0) corresponding to the chosen p1. Looking at the partial derivatives
one verifies that E has no singularities i↵ the discriminant with of the a�ne equation
WEaff as polynomial in X is di↵erent from 0, and that this is equivalent with the
condition that k(E) is not a rational function field.

Theorem 25. Elliptic curves defined over k correspond one-to-one the isomor-
phic classes of plane projective curves without singularities given by Weierstrass
equations

WE : Y 2 · Z + a1X · Y · Z + a3Y · Z2 = a0X
3 + a2X

2 · Z + a4X · Z2 + a6 · Z3

with non-vanishing discriminant X-discriminant.

Since we are dealing with isogeny classes of such curves we can further normal-
ize the equations and finally find invariants for the isomorphic class of a given E .
We shall come to this in Section ??.
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Weierstrass equations for hyperelliptic curves: Let C be a curve over k of
genus g � 2 with a cover

⌘ : C ! P
1

of degree 2. We assume that there is a point P1 2 C(k) corresponding to a prime
divisor p1 of C of degree 1. Take Q1 = ⌘(P1) 2 P

1(k) and x 2 k(P1) with (x)1 =
p0,1 with p0,1 a prime divisor of degree 1 of P1. Thus, conorm(p0,1) = 2 · p1 and
so ⌘ is ramified in Q0, or conorm(p0,1) = p1 · p01. In any case conorm(p0,1) =: D
is a positive divisor of degree 2. We define the Riemann-Roch spaces Li = L(i ·D)
and `i = dimk(Li).

By assumption L1 has as base (1, x) and so `1 = 2. Since deg(g+1) ·D > 2g�2
the theorem of Riemann- Roch implies that `g+1 = 2(g+1)� g+1 = g+3. Hence
there is a function y 2 Lg+1 linearly independent from powers of x. So y /2 k[x].
The space L2(g+1) has dimension 3g + 3 and contains the 3g + 4 functions

{1, x, xg+1, y, xg+2, xy, . . . , x2(g+1), xg+1y, y2}.

So there is a nontrivial k-linear relation between these functions, in which y2 has
to have a non-trivial coe�cient. We can normalize and get and equation

y2 + h(x)y = f(x) with h(x), f(x) 2 k[x]

and deg(h(x)  g + 1, deg(f)  2g + 2. So

WCaff : Y 2 + h(X)Y = f(X)

is the equation for an a�ne part Caff of a curve birationally equivalent to C. It is
called an a�ne Weierstrass equation for C, and its homogenization is the equation
of a projective plane curve C0 birationally equivalent to C.

The prime divisors of C are extensions of prime divisors of k(x) and hence
correspond (over k̄) to points (x, y) in A

2 or the points lying over p0,1. To get
more information we use the Hurwitz genus formula and assume for simplicity that
char(k) 6= 2 and so ⌘ is tamely ramified and separable; for the general case see
[7, Section 14.5.1].

Then we can apply the Tschirnhausen transformation and can assume that
h(x) = 0. We know that ⌘ has to have 2g + 2 ramification points. Ramification
points of ⌘ are fixed points under the hyperelliptic involution ! which generates
G(k(C)/k(x). Since ! acts on points (x, y) by sending it to (x,�y) and hence the
a�ne ramification points correspond to the zeros of f(X). If p0,1 is unramified
then it follows that f(X) has to have 2g + 2 zeros, and so deg(f(X)) = 2g + 2 and
all zeros are simple.

Assume that p0,1 is ramified. Then there have to be 2g � 1 places with norm
6= p0,1 and so deg(f(X) = 2g + 1 and again all zeros are di↵erent. Hence in both
cases we have that Caff is without singularities. This is not true for the point
(0, 1, 0), the only point at infinity of C0. It is a singular point, and it corresponds
to two points (over k̄) on C if p0,1 is unramified, and to one point on C(k) if p0,1
is ramified.

For computational purposes the latter case is more accessible: The arithmetic
in K(C) is analogue to the arithmetic in imaginary quadratic fields; see ??.

A last remark: Contrary to the case of elliptic curves the subfield k(x) is
uniquely determined by k(C), and the ramification points of the cover ⌘ are the
Weierstrass points of C.
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Minimal Degrees: We have seen above that non-hyperelliptic curves of genus
� 3 are birational equivalent to plane projective curves of degree  2g + 2.
But in general, this is not the minimal degree one can achieve. On the other side
one has an estimate from below for the degree of plane curves birational equivalent
to a hyperelliptic curve of genus g � 3; see [8] for details.

Proposition 4. Let C be a hyperelliptic curve of genus g and let C0 be a plane
projective curve birationally equivalent to C. Then the degree of the equation of C0

is � g + 2.

4.2.4. Addition in Picard groups over Fq. We take k = Fq and C a curve of
genus g defined over Fq. By a result of F.K. Schmidt (proved by using Zeta-
functions) curves over finite fields have a rational divisor D0 of degree 1 (Caution:
this does only for curves of genus  1 imply that they have a rational point.) It is
not di�cult to show that this divisor can be computed e↵ectively. We use this to
present divisor classes c of degree O of C.

Let DC(Fq)
g

>0 denote the positive divisors of degree g of C. A consequence of
the theorem of Riemann-Roch is that the map

' : DC(Fq)
g

>0 ! Pic0C(Fq)

given by

D 7! '(D) = D � g ·D1

is surjective. A first consequence is that Pic0C(Fq) is a finite abelian group since
there are only finitely many positive divisors of degree D rational over Fq.

Our aim is to find an algorithm, which computes the addition in Pic0C(Fq) fast.
The main task is the following reduction:

Given D,D0 2 DC(Fq)
g

>0 find a divisor S 2 DC(Fq)
g

>0 with

D +D0 � 2D1 ⇠ S �D1.

Then S�D1 lies in the divisor class that is the sum of the divisor class of D�D1

with the class of D0�D1. An analogue reduction is well-known from computational
number theory and ideal classes of orders. There one uses Minkowski’s theorem
instead of the Riemann-Roch theorem.

The idea of F. Heß in [30] and worked out with many additional details in [15]
is to use the fact the holomorphic functions in a�ne open parts of C are Dedekind
domains and that divisors with support on these parts can be identified with ideals
of these rings. As first step compute (e.g. from the function field k(C)) a plane
curve C0 birationally equivalent to C of a degree d of size O(g) (see our arguments
above).

The next step is to go to an a�ne part of C0 which is without singularities and for
which divisors can be identified with ideals in its coordinate ring. (Approximation
properties of functions in function fields can be used since we are only interested
in divisor classes).Now the algorithms known from number theory are applicable.
The result is given by the following theorem.

Theorem 26 (Heß, Diem). Let C be a curve of genus g over Fq. The addition
in the degree 0 class group of C can then be performed in an expected time which
is polynomially bounded in g and log(q).
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This result is a highlight in algorithmic arithmetic geometry and it opens the
access to the Picard groups as abelian groups for arbitrary curves.
Of course, it will be a challenge to implement it. In our context, namely to construct
crypto systems, its importance is the existence of the algorithm which make certain
attacks thinkable!

In the next sections we shall see how we can find explicit algorithms and even
formulas to perform group operations in Picard groups of hyperelliptic curve very
rapidly.

4.2.5. The Jacobian Variety of a Curve. In subsection ?? we have defined the
Picard functor Pic0C from the category of extension fields L/k into the category of
abelian groups given by

L 7! Pic0CL(L).

In addition we have stated that Pic0C is a Galois functor, i.e. that if k ⇢ L ⇢ k̄ then
Pic0CL(L) = Pic0Cbark(k̄)

GL . We also announced that this functor is representable in
terms of algebraic geometry.

More precisely: Let C be a curve of positive genus and assume that there exists
a k-rational point P0 2 C(k) with attached prime divisor p0. There exists an abelian
variety JC defined over k and a uniquely determined embedding

�P0 : C ! JC with �P0(P0) = 0J C

such that

(1) for all extension fields L of k we get JC(L) = Pic0CL
(L) where this equality

is given in a functorial way and
(2) if A is an Abelian variety and ⌘ : C ! A is a morphism sending P0 to 0A

then there exists a uniquely determined homomorphism  : JC ! A with
 � �P0 = ⌘.

JC is uniquely determined by these conditions and is called the Jacobian variety of
C. The map �P0 is given by sending a prime divisor p of degree 1 of CL to the class
of p� p0 in Pic0CL

(L).

Properties of Jacobian varieties
From functoriality and universality of the Jacobian it follows that we can intro-

duce coordinates for divisor classes of degree 0 such that the group law in Pic0CL
(L)

is given by rational functions defined over k and depending only on C (and not on
L).

Moreover we can interpret the norm and conorm maps on divisor classes geo-
metrically: Let L/k be a finite algebraic extension. Then the Jacobian variety JCL

of CL is the scalar extension of JC with L, hence a fiber product with projection p
to JC . The norm map is p⇤, and the conorm map is p⇤.

By universality we get

Proposition 5. Let f : C ! D be a surjective morphism of curves sending P0

to Q0. Then there is a uniquely determined surjective homomorphism

f⇤ : JC ! JD

with f⇤ � �P0 = �Q0 .

Proof. Apply the universal property to the morphism �Q0 � f to get f⇤. The
surjectivity follows from the fact that for k = k̄ the sums of divisor classes of the
form p� p0 with p 2 ⌃C(k) generate Pic0C(k̄. ⇤
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A useful observation is

Corollary 2. Assume that JC is a simple abelian variety and that ⌘ : C ! D
is a cover. Then D is the projective line.

What about the existence of Jacobian varieties?

Over the complex numbers the classical theory of curves (key words: Riemann
surfaces and the Theorem of Abel-Jacobi) is used to prove the existence of Jacobian
varieties in the 19-th century. In fact, this notion was historically earlier than the
notion “Abelian variety” introduced by A. Weil as most important tool for his proof
of the geometric Riemann hypothesis. By the Lefschetz principle the existence of
Jacobian varieties follows for algebraically closed fields of characteristic 0.

For a prove in the frame work of Algebraic Geometry (and so over arbitrary
ground fields k) see ??. The important fact is that we “know” a birational a�ne
model of JC :

By the Theorem of Riemann-Roch we have a surjective map from ⌃g

C(L) to
Pic0C(L) by sending positive divisor D of degree g to Dg · p0. We can interpret such
positive divisors geometrically. Take the g-fold cartesian product Cg of the curve C
of genus g and embed it (via Segre’s map) into a projective space. On this variety
we can permute the factors and so have an action of Sg, the symmetric group with
g letters. Define the g-fold symmetric product C(g) by Cg/§g. Then we can identify
C(g)(L) with ⌃g

C(L) and so define a birational map from C(g) to JC . Taking an
a�ne part of C (e.g. found as a regular part of a plane model of C) we get an a�ne
variety which is birational equivalent to JC .

The Jacobian varieties connect the arithmetic in divisor classes of curves (which
is very accessible to algorithms) with the very rich geometric structure of abelian
varieties (e.g. isogenies, endomorphisms and `-adic representations).

4.2.6. Example: Elliptic Curves. Let E be an elliptic curve, i.e. a curve of genus
1 with a k-rational point. As seen above, E is isomorphic to a plane curve E 0 given
by a Weierstrass equation. We choose one k-rational point P1 with prime divisor
p1 and projective coordinates such that P1 = (0 : 1 : 0) is the infinite point of the
curve E 0 with equation

Y Z + a1XY Z + a3Y Z2 = X3 + a2X
2Z + a4XZ2 + a6Z

3

and identify E with E 0.
Let JE be the Jacobian variety of E . We look at

�P1 : E ! JE

given by

P 7! [p� p1]

where [.] means divisor class.
Since 2gE � 2 = 0 the theorem of Riemann-Roch implies that for all extension

fields L of k in each L-rational divisor class of degree 1 there is exactly one prime
divisor p of degree 1 corresponding to a point P 2 E(L), and to each divisor class
c of degree 0 there is exactly one prime divisor p of degree 1 with c = [p� p1]. So
�P1 is injective and surjective and hence an isomorphism of projective varieties.

By transport of structure we endow E with a group structure:
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For extension fields L of k and P1, P2 2 E(L) define P1 � P2 as the point
belonging to the prime divisor in the class p1 + p2 � 2p1. It is obvious that this
makes E(L) to an abelian group with neutral element P1.

We conclude: Three points P1, P2, P3 sum up to 0 if p1 + p2 + p3 � 3p1 = (f)
with f 2 k(E).

Now recall that E has degree 3 and so lines intersect with E in 3 points (counted
with multiplicities) and so f defines a line in P

2. Hence P1 + P2 + P3 = 0 i↵ the
three points are collinear, and then P1 � P2 =  P3. Using coordinates we get an
algebraic recipe for addition:

For given P 6= P1 take the line through P and P1 to get:  (P ) is the third
intersection point of the line with E (if this point is equal to P the line is a tangent
and P =  P is an element of order 2). Given two points P1 6= P2 compute the
line through these two points, take its third intersection point P3 with E to get
P1 � P2 =  P3.

By elementary algebra one can perform this recipe by writing down formulas
in rational functions in (X,Y, Z) and so we get

Theorem 27. After the choice of a base point P1 the elliptic curve E is an
Abelian variety of dimension 1 with neutral element P1 which is equal to JE .

4.3. Cantor’s Algorithm. Inspired by the group law on elliptic curves and
its geometric interpretation we give an explicit algorithm for the group operations
on Jacobian varieties of hyperelliptic curves.

Take a genus g � 2 hyperelliptic curve C with a least one rational Weierstra”s
point given by the a�ne Weierstra”s equation

(2) WC : y2 + h(x) y = x2g+1 + a2gx
2g + · · ·+ a1x+ a0,

over k. We denote the prime divisor corresponding to P1 = (0 : 1 : 0) by p1.
We note that the a�ne coordinate ring of WC is

O = k[X,Y ]/(Y 2 + h(X) < Y � (X2g+1 + a2gX
2g + · · ·+ a1X + a0) >

and so prime divisors p of degree d of C correspond to prime ideals P 6= 0 with
[O/P : k] = d.

Let ! be the hyperelliptic involution of C. It operates on O and on Spec(O)
and fixes exactly the prime ideals which “belong” to Weierstra”s points, i.e. split
up in such points over k̄.

Following Mumford [48] we introduce polynomial coordinates for points in
JCC(k). The first step is to normalize representations of divisor classes. In each
divisor class c 2 Pic0(k) we find a unique reduced divisor

D = n1p1 + · · ·+ nrpr � dp1

with
P

r

i=1 ni deg(pi) = d  g, pi 6= !(pj for i 6= j and pi 6= pinfty. (We use
Riemann-Roch and the fact that ! induces �idJC .)

Using the relation between divisors and ideal in coordinate rings we get that
n1p1 + · · ·+ nrpr corresponds to an ideal I ⇢ O of degree d and the property that
if the prime ideal Pi is such that both P and !(P ) divide I then it belongs to a
Weierstra”s point.

By algebra we get that the ideal I is a free O-module of rank 2 and so

I = k[X]u(X) + k[x](v(X)� Y ).
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Fact: (see Theorem 4.143 in [7]) u(X), v(X) 2 k[X], u monic of degree d, deg(v) <
d and u divides v2 + h(X)v � f(X).

Moreover, c is uniquely determined by I, I is uniquely determined by (u, v)
and so we can take (u, v) as coordinates for c.

Theorem 28 (Mumford representation). Let C be a hyperelliptic curve of genus
g � 2 with a�ne equation

y2 + h(x) y = f(x),

where h, f 2 K[x], deg f = 2g + 1, deg h  g.
Every non-trivial group element c 2 Pic0C(k) can be represented in a unique way by
a pair of polynomials u, v 2 K[x], such that

i) u is a monic
ii) deg v < deg u  g
iii) u | v2 + vh� f

How to find the polynomials u, v?

We can assume without loss of generality that k = k̄ and identify prime divisors
pi with points Pi = (xi, yi) 2 k ⇥ k. Take the reduced divisor D = n1p1 + · · · +
nrpr � dp1 now with r = d  g. Then

u(X) =
rY

i=1

(X � xi)
ni .

Since (X � xi) occurs with multiplicity ni in u(X) we must have for v(X):

✓
d

dx

◆j ⇥
v(x)2 + v(x)h(x)� f(x)

⇤
x=xi

= 0,

and one determines v(X) by solving this system of equations.

Addition: Take the divisor classes represented by [(u1, v1] and [u2, v2] and
“in general position”. Then the product is represented by the ideal I 2 O given
by < u1u2, u1(y � v2), u2(y � v1), (y � v1)(y � v2) >. We have to determine a
base, and this is done by Hermite reduction. The resulting ideal is of the form
< u0

3(X), v03(X) + w0
3(X)Y > but not necessarily reduced. To reduce it one uses

recursively the fact that u|(v2 � hv � f). The formalization of this procedure and
the treatment of special cases are the content of the algorithm of Cantor, which
will be given in detail in the interesting cases g = 2, 3.

For another approach using approximation by rational functions see [37]. We
give his algorithm in the next subsection.

4.3.1. Genus 2. Let C be a genus 2 curve defined over a field k. If char k 6= 2, 3
the C is isomorphic to a curve with equation

(3) y2 = a5x
5 + a4x

4 + a3x
3 + a2x

2 + a1x+ a0.

Thus, infinity is a Weierstrass point of C. Let O = 1 and D 2 Jac(C). Then, in
the equivalence class of D we find a reduced divisor which is given by

D = P1 + P2 � 2O
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where P1(x1, y1), P2(x2, y2) are points in the curve. For any two divisors D1 =
P1+P2� 2O and D2 = Q1+Q2� 2O in the reduced form, we determine the cubic
polynomial

(4) y = g(x) = b0x
3 + b1x

2 + b2x+ b3,

going through the points P1(x1, y1), P2(x2, y2), Q1(x3, y3), and Q2(x4, y4). This
cubic will intersect the curve C at exactly two other points R1 and R2 with coordi-
nates

(5) R1 = (x5, g(x5)) and R2 = (x6, g(x6)) ,

where x5, x6 are roots of the quadratic

(6) x2 +

 
4X

i=1

xi

!
x+

b23 � a5

b20
Q4

i=1 xi

= 0.

Let us denote by R1 = (x5,�g(x5)) and R2 = (x6,�g(x6)). Then,

(7) D1 +D2 = R1 +R2 � 2O.

4.4. Division Polynomials. An elliptic curve E over a field K is a one-
dimensional Abelian variety over K or equivalently a genus one irreducible, projec-
tive curve over K with a specified point O.

When char K 6= 2, 3 then we can take the a�ne equation of E as

E : y2 = x3 + ax+ b,

for a, b 2 K. Usually we take the point O to be the point at infinity. Since our
focus is on isogenies and torsion subgroups of E(K) let us first recall a few basic
results:

Lemma 13. For any integer m and point P (x, y) 6= O in E, the point [m]P has
coordinates

[m]P =

✓
�m(x, y)

 m(x, y)2
,
!m(x, y)

 m(x, y)3

◆

where are given by the recurrence

 1 = 1,

 2 = 2y2,

 3 = 3x4 + 6ax2 + 12bx� a2,

 4 = (2x6 + 10ax4 + 40bx3 � 10a2x2 � 8abx� 2a3 � 16b2)2y2,

. . .

 2m+1 =  m+2 
3
m
�  m�1 

3
m+1 for m � 2,

 2 2m = ( m+2 
2
m�1 �  m�2 

2
m+1) m for m � 3.

(8)

and �m and !m are

�m = x 2
m
�  m+1 m�1,

!m =  2
m�1 m+2 +  m�2 

2
m+1.

(9)

The proof is considered part of the folklore of elliptic curves and we will skip it
here. The polynomial  m is called the m-th division polynomial and it vanishes
in E[m]
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Corollary 7. All m-torsion points P (x, y) of E have coordinates satisfying
 m(x, y) = 0

This provides a computational approach on how to determine the m-torsion
points for any given m � 2.

4.4.1. Division polynomials for genus 2 Jacobians. Now that we have defined
explicitly the addition in JacX it is a natural problem that given a reduced divisor
D 2 JacX , determine explicitly the formulas for [n]D, similarly as in the case of
elliptic curves. Hence, we want to determine explicitly division polynomials which
would help us determine the torsion points. There has been a lot of activity on this
area lately; see [49], [32], [33]. We describe briefly below.

Let P 2 JacX . Define �1, . . . ,�4 as

�1 = 1, �2 = . . . ,�3 = . . . ,�4 = . . . .

Then, for m and n be integers with m > n � 1. Then,

�m+n�m�n = �2
n
�m+1�m�1 � �2m�n+1�n�1 +

h1
n
h2
m
� h2

n
h1
m

m2n2

where

h(i)
n

=

✓
@

@ui

�n

◆✓
@

@u2
�n

◆
� �n

✓
@

@ui

@

@u2
�n

◆

In particular,

�2m+1 = �3
m
�m+2 � �3m+1�m�1 +

h(1)
m h(2)

m+1 � h(2)
m h(1)

m+1

m2(m+ 1)2
, for m � 2

�2�2m = �2
m�1�m�m+2 � �2m+1�m�m�2 +

h(1)
m�1h

(2)
m+1 � h(2)

m�1h
(1)
m+1

(m� 1)2
, for m � 3

see [33, Theorem 9]. If char k = 0 or char k is prime to n and all the coe�cients
of �1, . . . ,�n then

[n]P = (sn,0 : sn,11 : sn,12 : sn,22 : sn,111 : sn,112 : sn,122 : sn,222 : sn) ,

where sn,0, . . . , sn are as in [33, pg. 192]. Such formulas are generalized in [63] for
all hyperelliptic Jacobians.

4.5. Endomorphism rings. Not every algebraic curve of genus g � 3 is
hyperelliptic. Hence, the first task is to distinguish which Jacobian varieties are
hyperelliptic. We have the following:

Theorem 29. Let X be an algebraic curve and A := Jac(X ) with canonical
principal polarization ◆. Then,

AutX ⇠=

(
Aut(A, ◆), if X is hyperelliptic

Aut(A, ◆)/{±1}, if X is non-hyperelliptic

See [47] for a proof. The above result can be used to find Jacobians of genus 3
hyperelliptic curves; see [65].

There is a nice result on endomorphism rings when restricted to hyperelliptic
Jacobians.

Theorem 30 (Zarhin). Let X be a hyperelliptic curves with a�ne equation
y2 = f(x), n = deg f , and f 2 Q[x]. If Gal(f) is isomorphic to An or Sn then
EndQ (JacX )⇠=Z.
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The theorem is actually true over any number field K.

4.6. Hyperelliptic curves over finite fields. Let X be a hyperelliptic curve
of genus g � 2 defined over Fq. The Hasse-Weil bound gives

(10) (q1/2 � 1)2g  |Pic0(X )|  (q1/2 + 1)2g

The characteristic polynomial of the Frobenius as defined in eq. (1) is a degree 2g
polynomial given as follows:
(11)
�X ,q(T ) = T 2g+a1T

2g�1+· · ·+agT
g+ag�1q T

g�1+· · ·+ag�iq
i T g�i+· · · a1qg�1 T+qg,

where ai 2 Z and 1  i  g. We denote by

Mk = #X (F̄q) and Nk = |Pic0X/Fqk
|.

Let us assume that �A,q(T ) factors over C as

�X ,q(T ) =
2gY

i=1

(T � ↵i).

Next we have the following:

Proposition 6. The following are true:

i) The roots of �X ,q(T ) have magnitude |↵i| =
p
q, for 1  i  g.

ii) �X ,q(T ) is quasi-palindromic. In other words, ↵i+g = ↵̄i, hence ↵i↵i+g =
q, for 1  i  g.

iii) For any integer j we have,

Nj =
2gY

i+1

(1� ↵j

i
), Mj = qj + 1�

2gX

i=1

↵j

i

and ��Mj � (qj + 1)
��  g

j
2qj/2

k

iv) For 1  i  g and a0 := 1 we have

i ai =
iX

s=1

(Ms � (qs + 1)ai�s) .

We refer the reader to [7, pg. 311] for more details. We will revisit hyperelliptic
curves over finite fields again in the next chapters when we consider cryptographic
applications.

5. Modular curves

Let P
1 := C [ {1} be the Riemann sphere and GL2(C) the group of 2 ⇥ 2

matrices with entries in C. The group GL2(C) acts on P
1 by linear fractional

transformations as follows

(12)

✓
↵ �
� �

◆
z =

↵z + �

�z + �

where

✓
↵ �
� �

◆
2 GL2(C) and z 2 P

1. The GL2(C) action on P
1 is a transitive

action, i.e. has only one orbit. Moreover, the action of SL2(C) on P
1 is also

transitive.
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Consider now the induced action of SL2(R) on the Riemann sphere. Notice
that this action is not transitive. Let H2 be the complex upper half plane, i.e.

H2 =
n
z = x+ iy 2 C

��� y > 0
o
⇢ C.

Lemma 14. i) The action of SL2(R) on P
1 has three orbits, namely R[1, the

upper half plane h2, and the lower-half plane.
ii) The group SL2(R) acts transitively on H2 and for every g 2 SL2(R) and

z 2 H2 we have

Im(gz) =
Im z

|�z + �|2

Recall that a group action G⇥X ! X is called faithful if there are no group
elements g, except the identity element, such that gx = x for all x 2 X. The group
SL2(R) does not act faithfully on H2 since the elements ±I act trivially on H2.
Hence, consider the above action as PSL2(R) = SL2(R)/{±I} action. This group
acts faithfully on H2.

5.1. The modular group and the fundamental domain. Let S be a
set and G a group acting on it. Two points s1, s2 are said to be G-equivalent if
s2 = gs1 for some g 2 G. For any group G acting on a set S we call a fundamental
domain FS , if one exists, a subset of S such that any point in S is G-equivalent
to some point in F , and no two points in the interior of F are G-equivalent.

The group � = SL2(Z)/{±I} is called the modular group. The following
theorem determines the generator of the modular group and their relations.

Theorem 31. The modular group � is generated by S =

✓
0 �1
1 0

◆
and T =

✓
1 1
0 1

◆
, where S2 = 1 and (ST )3 = 1.

Note that S2 = 1, so S has order 2, while T k =

✓
1 k
0 1

◆
for any k 2 Z, so T

has infinite order. It is easy to prove that the � action on H2 via linear fractional
transformations is a group action. This action has a fundamental domain F as
follows;

F =
n
z 2 H2

��� |z|2 � 1 and |<(z)|  1/2
o

as stated in the following theorem.

Theorem 32. i) Every z 2 H2 is �-equivalent to a point in F .
ii) No two points in the interior of F are equivalent under �. If two distinct

points z1, z2 of F are equivalent under � then <(z1) = ±1/2 and z1 = z2 ± 1 or
|z1| = 1 and z2 = �1/z1.

iii) Let z 2 F and I(z) = {g | g 2 �, gz = z} the stabilizer of z 2 �. One has
I(z) = {1} except in the following cases:

z = i, in which case I(z) is the group of order 2 generated by S;
z = ⇢ = e2⇡i/3, in which case I(z) is the group of order 3 generated by ST ;
z = �⇢ = e⇡i/3, in which case I(z) is the group of order 3 generated by TS.

The following corollary is obvious.

Corollary 8. The canonical map F ! H2/� is surjective and its restriction
to the interior of F is injective.
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Consider again the action of � on H2. Take the space H2/� which is indeed
the interior of F . This is denoted by Y (1), which is a Riemann surface. Its com-
pactification is denoted by X(1). Obviously, X(1) is the Riemann sphere.

Let us now consider some subgroups of the modular group,

�(N) :=

⇢✓
a b
c d

◆
2 � | a ⌘ 0 mod N

�

�0(N) :=

⇢✓
a b
c d

◆
2 � | c ⌘ 0 mod N

�

Such groups also act on H2. The quotient spaces H2/�(N) and H2/�0(N) are
denoted by Y (N) and Y0(N) respectively. They are Riemann surfaces since �(N)
and �0(N) are discrete subgroups.

The compactification of Y (N) and Y0(N) are denoted by X(N) and X0(N)
respectively. They are smooth, projective curves defined over Q. The genus of
X0(p) is given below when p is prime:

g =

8
>>>>>>>>>>>><

>>>>>>>>>>>>:

0 if p = 2, 3

(p� 13)

12
if p ⌘ 1 mod 12

(p� 5)

12
if p ⌘ 5 mod 12

(p� 7)

12
if p ⌘ 7 mod 12

(p� 11)

12
if p ⌘ 11 mod 12

Next we see how we can compute the equations of

5.2. Modular Polynomials. Modular polynomials play an important role in
the theory of elliptic curves.

We denote by �N (x, y) the N -th modular polynomial. Two elliptic curves with
j-invariants j1 and j2 are n-isogenous if and only if �N (j1, j2) = 0. The equation
�N (x, y) = 0 is the canonical equation of the modular curve X0(N). We display
�N (x, y) for N = 2, 3.

�2 = x3 � x2y2 + y3 + 1488xy(x+ y) + 40773375xy � 162000(x2 + y2)

+ 8748000000(x+ y)� 157464000000000

�3 = �x3y3 + 2232x3y2 + 2232y3x2 + x4 � 1069956x3y + 2587918086x2y2

� 1069956y3x+ y4 + 36864000x3 + 8900222976000x2y + 8900222976000y2x

+ 36864000y3 + 452984832000000x2 � 770845966336000000xy + 452984832000000y2

+ 1855425871872000000000x+ 1855425871872000000000y

Modular polynomials are computed for large N .

Lemma 15. Two elliptic curves E and E0 are isogenous, with an isogeny of
degree n if and only if their j-invariants satisfy the n-th modular polynomial.

There have been some attempts in the last decade to generalize modular poly-
nomials for higher dimensional varieties. The interested reader should consult [4]
for abelian surfaces.
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Part 2. Cryptography

Next we will focus on applications of abelian varieties to cryptography. Our
main goal is to give a brief description of current methods used in cryptography
including recent developments. Throughout this part we leave the reader with open
questions and challenges which we hope will get the interested reader involved.

6. Di�e-Hellman Key Exchange

6.1. The Classical Case. The task to solve is: Find a protocol such that
two partners P1, P2 can agree on a common secret by using public channels and
algorithms.

A groundbreaking solution was found by W. Di�e and H. E. Hellman in [17]
with the idea to use (computational) one-way functions. They suggest to use the
multiplicative group of finite fields Fq and, for a prime number `|q � 1 choose a
primitive root ⇣`, private keys ki 2 Z and public keys pi = ⇣ki

`
. The common secret

is

s1,2 = ⇣k1·k2
`

.

All computations are very fast (polynomial in log(q). The security is measured by
the hardness of the Di�e-Hellman computational problem (CDH):

For random elements a, b 2 {0, `� 1} and given ⇣a
`
, ⇣b

`
compute ⇣a·b

`
.

Let ⇣ be a primitive root of unity in F
⇤
q
. Define the (classical) discrete logarithm

(DL) of an element x 2 F
⇤
q
with respect to the base ⇣ by

log
⇣
(x) = Min{n 2 N such that ⇣n = x.

It is obvious that an algorithm that computes discrete logarithms (e.g. in ⇣`) solves
(CDH). This problem is rather old (going back at least to the 19-th century). C.F.
Gauss introduced the term “index” in the Disquisitiones Arithmeticae (1801) for
the discrete logarithm modulo p, and there are tables for primes up to 1000 by C.G.
Jacobi(1839).

A systematic algorithm is given in the book of Kraichik (1922) [35]; in fact this
is the index-calculus algorithm reinvented and refined in cryptography from 1980
till today [31]. As result one gets algorithms of subexponential complexity (with
relatively small constants, see [31]), which are even dramatically faster if q is not a
prime. The reason for these fast algorithms is the fact that it is easy to lift elements
in Fq to elements in rings of integers of number fields.

6.2. A First Abstraction. Obviously we can use the Di�e-Hellman key ex-
change scheme if we have

• a finite cyclic group (C, �) with a generator g0,
• a numeration, i.e. an injective map

f : C ! N,

• an addition law � on f(C) with

f(f�1(a) � f�1(b)) = a� b for all a, b 2 f(C).

f(C) becomes a Z-module in the usual scalar multiplication: 0 · a = f(0C), n · a =
(n� 1)-fold addition of a to itself, (�n) · a = n · ( a) for a 2 f(C), n 2 N.
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The private keys are again ki 2 Z, the public keys are ki ·f(g0), and the common
secret is k1 · (k2 · f(g0)). The CDH problem is: For random a1, a2 2 f(C) with
(publicly unknown k1, k2 such that ki · f(g0) = ai compute c = (k1 · k2) · f(g0).

Define the discrete logarithm (DL) by

log
g0
(a) := Min{n 2 N such that n · f(g0) = a.

Again, the computation of the (DL) solves CDH. By elementary number theory
(CRT and p-adic expansion) one sees immediately that the computation of (DL)
is reduced to the computation of the discrete logarithms in all f(C`) with C` the
subgroup of C of elements of order dividing ` and ` dividing |C|. Hence we can and
will assume from now on that C is cyclic of prime order `.

6.2.1. Black Box Groups. A “generic” object of the situation above is given by
a black box group C of prime order `.

(1) There are algorithms that compute (DL) (probabilistically) with O(
p

(`)
group operations in C (e.g. Shank’s bay-step giant step algorithm, Pollard
⇢ algorithm et.al.), and these algorithms are applicable for all finite cyclic
groups, and one cannot do better.

(2) Up to algorithms with subexponential complexity, the computation of
(DL) in C is equivalent with (CDH)(Maurer-Wolf).

6.3. Mathematical Task. In order that we can use (a family of) groups C
for crypto systems based on discrete logarithms they have to satisfy three crucial
conditions:

(1) C has a known large prime order ` and a numeration f : C ! N.
(2) Condition for the numeration: The elements in C can be stored in a

computer in a compact way (e.g. O(log `) bits needed)).
(3) The group composition � induced by f is given by an algorithm that is

easily and e�ciently implemented and very fast.
(4) The computation of the DL in f(C) (for random elements) is very hard and

so infeasible in practice (ideally the bit-complexity should be exponential
in log `).

It is surprisingly hard to construct such groups. All known examples today are
related with subgroups of Picard groups of hyperelliptic curves of genus  3 over
prime fields Fp. It will be one of the main aims of the paper to explain this
statement.

6.4. Q-bit Security. As said, we shall describe below DL-systems for which
we have good reasons to believe that the bit-complexity is exponential and so the
task in Subsection 6.3 is solved. But the possibility that quantum computing may
be realizable in foreseeable time yields new aspects for the discussion of security of
crypto systems. By Shor’s algorithm it follows that the q-bit complexity of discrete
logarithms in all finite groups is polynomial!. So it is challenging to find key
exchange systems that are not based on discrete logarithms in groups but still are
near to the original idea of Di�e and Hellman. In the quantum world new relations
between crypto primitives arise, and it seems that hidden subgroup problem and
connected to it, the hidden shift problem related to groups G are central ([51] and
[36]). Here the state of the art is that for abelian G the problems can be solved in
subexponential time and space, for dihedral groups there is ”hope”.
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6.5. Key Exchange with G-sets. The DL-system in Subsection 6.3 can be
seen in the following way: By scalar multiplication the set of generators A ⇢ N of the
group f(C) becomes a Z-set, and so elements of Z induce commuting translations
on A.

A next step to generalize the Di�e-Hellman key exchange is to replace Z by a
(semi-) group G and the set of generators by a G-set A ⇢ N on which G operates
transitive. For g 2 G, define tg 2 Endset(A) by

a 7! tg(a) := g · a.

Let G1 be a semi-subgroup of G and G2 = Z(G1) the centralizer of G1 in G. (If G
is abelian then G = G1 = G2.) Because of

g1 · (g2 · a0) = (tg1 � tg2) · a0 = (tg2 � tg1) · a0
for g1 2 G1 and g2 2 G2 we can use (A, a0, G1, G2) for key exchange by defining an
obvious analogue of the scheme in Subsection 6.3.

The security of this exchange depends on the di�culty to find the translations
tgi . We remark that though the security of such systems is, in general, not related
to discrete logarithms, it may happen that the generic algorithms from 6.3 can still
be applied.

What about quantum security? One breaks the system if one can determine
tg1 . This is a typical problem for the hidden shift: Take the maps

f0 : B1 ! A with f0(g) = tg · a0
and

f1 : B1 ! A with f1(g) = tg · (tg1 · a0)
and find the shift.

For B1 abelian and finite there is an algorithm of Kuperberg [36], which solves
this task in subexponential time. In particular we see that every Di�e-Hellman
key exchange based on Z-sets has at best subexponential security.

6.6. Abstract Setting of Key Exchange. On our way to generalization we
get rid of the algebraic structures. Assume A ⇢ N and let B1, B2 ⇢ Endset(A).
Choose a0 2 A. We need the Centralizing Condition:

The elements of B1 commute with the elements of B2 on Bi{a0}. Then

{b1(b2(a0)) = b2(b1(a0))}

and this is all we need for key exchange.
The e↵ectiveness of this exchange is given if for bi 2 Bi, bj 2 Bj the value

bi(bj(a0)) can be quickly evaluated (i.e., calculated and represented). The analogue
of the Computational Di�e-Hellman problem is

CDH: For randomly given a1, a2 2 Acompute (if existing)a3 with a3 = ba1 · (ba2 · a0)

where bai 2 Bi such that bai · a0 = ai. It is clear that CDH can be solved if one
can calculate for random a 2 Bi · {a0} an endomorphism ba 2 Bi with ba(a0) = a.
We remark that ba may be not uniquely determined by a.

Problem:

(1) Find a “genuine” usable instance for the abstract setting!
(2) What can one say about quantum computing security?



38 ABELIAN VARIETIES AND CRYPTOGRAPHY

6.7. Key Exchange in Categories. We make a final step of abstraction
(and leave it to the reader to check that the schemes above are special cases). As
always we assume that we have two partners P1 and P2 who want to have a common
secret.

Let Ci; i = 1, 2 be two categories whose objects are the same sets Aj ; j 2 I
and with morphisms Bi

j,k
= Mori(Aj , Ak). We fix a “base” object A0. We assume

that C1,C2, A0 satisfies the following conditions:

(1) For every ' 2 B1(A0, Aj) and every  2 B2(A0, Ak) the pushout exists,
i.e. there is a uniquely (up to isomorphisms) determined triple

(Al, �1 2 B1(Ak, Al), �2 2 B2(Aj , Al))

with
�2 � ' = �1 �  

and this triple is minimal.
(2) P 1 can determine Al if he knows ', Ak and an additional (publicly known)

information P ( ) (which is often a subset of Ak), and an analogue fact
holds for P 2.

Key Exchange. Given such categories C
1,C2 the partners can chose ', , ,

send Aj , Ak and P ( ) respectively P (') and compute the common secret Al.

E↵ectiveness. We assume that all the objects concerning C
i can be handled

by computers in a fast and compact way, in particular, for chosen ',  the objects
Aj , Ak as well as the additional information can be computed rapidly. Moreover,
using the given information, P i can compute of Al quickly.

Security. The scheme is broken if (CDH) is weak: For randomly given Aj , Ak

determine Al, which is the pushout of

A0
'! Aj

and

A0
 ! Ak.

For this, it is allowed to use the additional information. We shall see an example
for this categorial key exchange in section 9.4.2, and till now all algorithms for
breaking this system have exponential complexity.

7. Index calculus for hyperelliptic Jacobians

The method of index calculus shows that for some special groups we can get
subexponential time algorithms for the DLP. We will briefly describe the idea of
index calculus and then see how it applies to Jacobians of hyperelliptic curves.

7.1. Introduction to index calculus. Let G be a group of order N gener-
ated by an element g. If the following holds

(13) �r

i=1 [ni]gi = 1,

then

(14)
rX

i=1

ni logg(gi) ⌘ 0 mod N.
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If we can find many equations as in Eq. (13) such that then we can solve the system
in Eq. (14) via linear algebra for log

g
gi, i = 1, . . . , r. The set {g1, g2, . . . , gr} is

called the factor base.
Finding enough equations of the form (13) is equivalent is knowing the structure

of the group G as a Z-module. A free Abelian group Z
r generated by {X1, . . . , Xr}

and a lattice L in Z
r generated by relations

Q
r

i=1 X
ni
i

= 1 we have a homomorphism

� : Zk ! G

(n1, . . . , nk)! [n1]g1 � · · ·� [nk]gk

with kernel L such that Zk/L⇠=G.
Let P be a countable set of elements in G. A free Abelian monoid M over P

together with an equivalence relation ⇠ such that G⇠=M/ ⇠ is called an additive
semigroup. The representation map

◆ : G ,!M

gives G⇠=M/ ⇠. Hence, every element g 2 G corresponds uniquely to ◆(g)/ ⇠.
A size map is a homomorphism of the monoids norm

| · | : (M,�) 7! (R,+).

Hence, it is determined by the values of elements of P. We assume that all elements
of P have positive size. The size of an element g 2 G is denoted by |g|.

The group G together with the monoid M , the equivalence relation ⇠, the
representation map ◆, and a size map | · |, forms an arithmetic formation or
simply a formation

(G, (M, ·),⇠, ◆, | · |) .
Let B be a positive integer. Denote by MB (resp. PB) the set of elements

of M (resp. P) of size not larger than B. In the literature B is referred as a
smoothness bound. An element of G is called B-smooth if the decomposition of
its representation in M involves only elements in PB .

Example 5 (Prime fields). Take G = F
⇤
p
and M = (Z,⇥). Let ⇠ be the

equivalence relation ( mod p) in Z and P the set of rational prime numbers. The
size map

log : (Z,⇥) 7! (R,+).

is the logarithm of the corresponding positive integer.

7.2. Finite fields. Let Fq be a finite field, where q = pn for some prime p.
Let f(x) be a monic, irreducible polynomial over Fp of degree n. Then, there is an
isomorphism

 : Fq 7! Fp[x]/hf(x)i.
We take G = F

⇤
q
and M as the multiplicative monoid of the ring of polynomials

over f�p under the composition of polynomials. For each element g 2 G, there is a
unique u 2 Fp[x] of degree less than n with  (g) = U +(f). Define ◆(g) = U . Thus
the equivalence relation on M is U1 ⇠ U2 if and only if U1 ⌘ U2( mod f). The set
P of primes consists of the set of monic irreducible polynomials over Fp together
with a generator of F⇤

p
. The size of an element g 2 Fq is defined as deg ◆(g).
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Remark 5. If the group G has non-trivial automorphisms, say there exists
⌧ 2 Aut(G) of order m then, under certain conditions, index calculus can search
for relations m times faster and perform the linear algebra steps m2 faster. We
will explore this in more details when discussing index calculus for hyperelliptic
Jacobians.

7.3. Index calculus for hyperelliptic Jacobians. Index calculus can be
applied to a discrete logarithm in Jacobians of hyperelliptic curves.

Let X be a hyperelliptic curve of genus g � 2 over a finite field Fq of character-
istic p and G := Pic0Fq

(X ). Every element of G can be represented by a Fq-rational
divisor of degree at most g. We take the set of primes as the set of principal divi-
sors whose e↵ective divisors are irreducible over Fq or as they are also called prime
divisors. In terms of the ideal class group they are the prime ideals.

Hence, a divisor D with Mumford representation [u(x), v(x)] is prime if and
only if the polynomial u(x) is irreducible over Fq. The degree of the polynomial
u(x) is the degree of the divisor D.

By the above remark, using group automorphisms can have a significant on the
speed of the index calculus algorithm. In the case of the hyperelliptic curves the
hyperelliptic involution is used to speed up the algorithm.

Let X have equation
y2 + h(x) y = f(x),

for h(x), f(x) 2 Fq[x]. Let ⌧ 2 Aut(X ) be the hyperelliptic involution. Then ⌧ lifts
to an involution in Jac(X ) as follows:

⌧̄ ([u(x), v(x)]) = [u(x), �v(x)� h(x) mod u(x)]

The image of a divisor D under ⌧̄ is denoted by �D.
For a given smoothness bound B the factor base will be composed by all the

prime divisors of degree at most B, where as noted above the degree of a prime divi-
sor is the degree of its polynomial u(x) in the Mumford representation [u(x), v(x)].

A divisor is said to be B-smooth if all the prime divisors in its decomposition
have degree at most B. Then we have the following simple algorithm to compute
a set PB of B-smooth prime divisors.

Due to work of Adleman, Demarrais, and Huang we have now an algorithm
which performs the discrete logarithm in JacFq (X ) in reasonable time. We describe
the result below, for an explicit description of the algorithm see [7, pg. 525].

Theorem 33. If ln q  (2g + 1)1�✏, then there exists a constant c  2.18
such that the discrete logarithms in JacFq (X ) can be computed in expected time
Lq2g+1(1/2, c).

The above theorem gives an e�cient algorithm for g > log
g
q. However, some-

thing has to be worked out for curves of ”small” genus, namely g < log
g
q. This

was done by Gaudry and his collaborators.

Theorem 34 (Gaudry). Let X be a genus g � 2 hyperelliptic curve defined over
a finite field Fq. If q > g! then discrete logarithms in JacFq (X ) can be computed in
expected time O(g3q2+✏).

8. Isogenies of Jacobians via Correspondences

We describe a general construction of isogenies between abelian varieties closely
attached to Jacobians of curves. As always, K is assumed to be a perfect field. Let
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L be a finite algebraic extension field of K. Let D1 be a regular projective curve
over L and D2 a regular projective curve defined over K. Let H be a curve over L
and

'1 : H! D1,

respectively

'2 : H! D2 ⇥Spec(K) Spec(L) =: D2,L,

be L-rational morphisms. The morphism '1 induces the L-rational conorm mor-
phism

'⇤
1 : JD1 ! JH

and the morphism '1 induces the norm morphism

'2,⇤ : JH ! JD2,L .

By composition we get a homomorphism

⌘L : JD1 ! JD2,L

defined over L.
Let WL/K be the Weil restriction of the Jacobian of D1 to K. This is an

abelian variety defined over K with WL/K(K) = Pic0D1
. Applying the norm map

from L to K and using the functorial properties of the Weil restriction we get a
homomorphism

⌘ : WL/K ! JD2 .

In general, neither the kernel nor the cokernel of ⌘ will be finite. But under, usually
mild, conditions one can assure that that ⌘ has a finite kernel, and so it induces an
isogeny of WL/K to an abelian subvariety of JD2 .

As application we get a transfer of the discrete logarithm problem from Pic0D1

(defined over L) to the DL-problem in a subvariety of JD2 (defined over K). Of
course, the e�ciency of this transfer depends on the complexity of the algorithms
computing the norm- and conorm maps(hence 'i and [L : K] must have reasonably
small degrees), and it makes sense only if the DL-problem after the transfer is easier
than before.

8.1. Weil Descent. Take K = Fq and L = Fqd with d > 1 and H = D2,L,
i.e. a given curve X defined over Fqd is covered by a curve DFqd

, which is the scalar
extension of a curve D defined over K.

This yields a K-rational homomorphism from the Weil restriction WL/K of JX
to JD. D will (in all non-trivial cases) be a curve of a genus larger than the genus of
X but since it is defined over the smaller field Fq one can hope that one can apply
fast algorithms to compute the discrete logarithm in JD(Fq), e.g. by methods of
index-calculus in Sect. 7. Indeed, if X is not defined of a proper subfield of Fqd this
is the principle of the so-called GHS-attack in (see [26] and [7], 22.3.2), which is
successful in remarkably many cases.

If X is already defined over Fq one is lead to the so-called trace-zero varieties in
JX (Fqd) ([7], 7.4.2), and again correspondences induced by covers of curves can be
used for attacks on crypto systems based on discrete logarithms on these varieties
by work of Diem [7, 22.3.4]. These results already indicate that the use of Picard
groups of curves (e.g. elliptic curves) over non-prime fields Fqd with d � 4 is not
advisable for cryptographic use.
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By more recent work of C. Diem this ”feeling” is reinforced for instance for
families of elliptic curves in towers of finite fields. The methods used in these
papers use the Weil restriction method explained above only as a ”guideline” and
sometimes as tools for proof. The real heart of the methods of Diem is the use of
Semaev’ s summation polynomials. In this context and in particularly because of
suggestions of pairing based cryptography using (supersingular) elliptic curves it is
important to mention the enormous progress made in the computation of discrete
logarithm in the multiplicative group of finite non-prime fields [31].

8.2. Modular Correspondences. We recall from Section 5 that for N prime
to char (K) the modular curve X0(N) is a regular projective curve, defined over
Z[1/N ], and so in particular over Q and over Fp with p prime to N .

There is an a�ne part Y0(N), which is a (coarse) moduli scheme for the the
isomorphism classes of pairs (E, ⌘N ) of elliptic curves with cyclic isogeny of degree
N . This means that for every point P = (jE , j⌘) in Y0(N)(K) there is an elliptic
curve E defined over K and an isogeny ⌘N : E ! E0 with ker(⌘N ) invariant under
the action of GK and as abelian group isomorphic to Z/N such that the invariants
of E and E0 are (jE , j⌘).

The points in X0(N) \ Y0(N) are the cusps, and it is important that these
points have a modular interpretation, too. For example, if N is squarefree, then
there is one cusp point at 1 (in the upper half plane) which corresponds to the
pair (Néron polygon with N vertices ,< ⇣N >) where ⇣N is a primitive N -th root
of unity.

Denote the Jacobian variety of X0(N) by J0(N). Let ` be a prime not dividing
char(K) · N. By the splitting C/` · N ⇠= Z/` ⇥ Z/N and an analogous splitting of
the kernel of a cyclic isogeny of degree ` ·N in C`⇥CN we get a natural morphism

'` : X0(` ·N)! X0(N).

Let !` be the involution of X0(` ·N) induced by the map that sends the pair (E, ⌘)
with ker(⌘) = C` ⇥ CN to the pair (E, ⌘0) where the kernel of ⌘0 is E[`]/C` ⇥ CN .
Define

 ` := '` � !` : X0(` ·N)! X0(N).

We are in the situation described above (with K = L) and can define the Hecke
correspondence

T` : J0(N)! J0(N),

by

T` := '`⇤ �  ⇤
`
.

The Hecke ring of X0(N) is TN =< T` with ` prime to N >, the ring generated by
the endomorphisms T`. It is a commutative ring, which is very near to End(J0(N)
as in [46]. It acts on the vector space of holomorphic di↵erentials of X0(N) which
can be identified with cusp forms of level N (and trivial nebentype). By classical
theory one knows that TN is endowed with an hermitian structure due to the
Peterson scalar product, and so the eigenvalues of the operators T` are totally real
numbers.

Remark 6. Assume that A is a simple factor of J0(N). Then End0(A) is a
totally real field of degree dim(A).
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This means that factors of J0(N) have very special and large endomorphism
rings. As consequence there is a splitting of Galois representations of GQ into a
sum of two-dimensional representations with real eigenvalues, and these ”modular
representations” play a most important role in number theory, e.g. for the proof
of Fermat’s Last Theorem. The narrow relation to arithmetic is reflected by the
Eichler-Shimura congruence

T` = Frob` + `/Frob`,

where Frob is the Frobenius endomorphism on J0(N)
N

F`. In particular, Frob`
satisfies the Eichler-Shimura equation

X2 � T` ·X + ` = 0.

A curve X whose Jacobian is a factor of J0(N) is called modular of level N .
Using cusps forms it is possible to determine its period matrix, decide whether

it is hyperelliptic, and then compute its Weierstrass equation (see [65], [64]). The
fact that Frob satisfies the quadratic Eichler-Shimura equation over a totally real
number field can be used for point counting for curves of genus � 2 as in [27].

8.3. Correspondences via Monodromy Groups. We assume that we have
a cover morphism

f : X ! P
1

defined over K of degree n, satisfying some fixed ramification conditions and having
a fixed monodromy group Gf := Mon (f). We have morphisms

f̃ : H̃ h! X f! P
1

with f̃ a Galois cover of f with Galois group Gf . For simplicity, we assume that
the field of constants of H̃ is K. This setting is motivated by the theory of Hurwitz
spaces and it is hoped that one can exploit their rich and, over C, well understood
theory ([23] and [24]).

Next we choose subgroups H1 ⇢ Gf fixing X and H2 containing H1. Let H be
the curve fixed by H1 and D the fixed curve under H2. So H covers both X and
D. Let

h : H! X
and

g : H! D
with morphisms induced by the Galois action. Hence the degree of h is equal

to deg(h) = |Gf |
|H1|·n and the degree of g is equal to deg(g) = |H2|

|H1| . We get a
correspondence

⌘ : JX ! JD

by applying g⇤ � h⇤ to the Picard groups. In general, ⌘ will be neither injective nor
surjective.

Lemma 16. In the above situation, assume in addition that JD is a simple
abelian variety of dimension equal to the genus of X , that there is a prime divisor
p1 of X which is totally ramified under h, i.e. there is exactly one prime divisor P1
of H with norm p, and that there is no non-constant morphism of degree  deg(h)
from D to the projective line. Then ⌘ is an isogeny.
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Proof. Since JD is simple, it is enough to show that ⌘ is not the zero map.
Let p01 be the norm of P1 under g. Without loss of generality we can assume that
K is algebraically closed.

So we find a prime divisor P of H which is di↵erent from all prime divisors in
g�1(p01).

Let c be the class of p � p1, where p = h⇤(P). Then ⌘(c) is the class of the
divisor

Dp :=
X

P2h�1(p)

g⇤(P)� deg(h) · g⇤(P1).

Note that Dp 6= 0 (as divisor). If the class of Dp would be trivial, then there would
be a non-constant function on D with pole order  deg(h) and hence a non-constant
map of D to the projective line of degree  deg(h), which is a contradiction. ⇤

We shall see in Section 11 that we can realize the situation (over Ks) of the
lemma for hyperelliptic curves of genus 3 with non-decomposable Jacobian, f a
polynomial of degree 6, Gf = S4, H1 a subgroup of order 2 and H2 a subgroup of
order 6. This leads to isogenies of degree 8 discussed by B. Smith.

It is an open and challenging problem to find other interesting correspondences
of low degree between Jacobian varieties induced by correspondences between curves
and (possibly) attached to Hurwitz spaces.

9. Elliptic curve cryptography

In Section 4.4.1 we described a way of determining m-torsion points for any
given m. Finite subgroups G of E correspond to isogenies E ! E/G. Velu’s
formula describes such isogeny map explicitly.

Proposition 7 (Velu’s formula). Let E be an elliptic curve, defined over a
field k, with equation

E : y2 = x3 + ax+ b

and G ⇢ E(k̄) be a finite subgroup. The separable isogeny � : E ! E/G, of kernel
G, can be written as follows for any P (x, y)

(15) �(P ) =

0

@x+
X

Q2G\{O}

x(P +Q)� x(Q), y +
X

Q2G\{O}

y(P +Q)� y(Q)

1

A

and the curve E/G has equation y2 = x3 + a0x+ b0, where

a0 = a� 5
X

Q2G\{O}

(3x(Q)2 + a),

b0 = b� 7
X

Q2G\{O}

(5x(Q)3 + 3ax(Q) + b).

Thus, knowing a finite subgroup G of E we can explicitly construct the corre-
sponding isogeny E ! E0 := E/G. What if we are given two elliptic curves E and
E0, how do we check if they are isogenous?

In order to explain the isogeny based cryptography we need to understand
the endomorphism rings of elliptic curves and the di↵erence between ordinary and
supersingular elliptic curves.
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9.1. Endomorphism ring of E. The definitions from the Abelian varieties
apply here. In the case of elliptic curves we have the following:

Definition 35. If char (K) = 0, then we say that an elliptic curve E/K has
complex multiplication or (historically) that E is singular, if End(E) 6= Z. If
char (K) > 0, we say that E/K is supersingular if End(E) is an order in a
rational quaternion algebra, otherwise we say that E is ordinary.

9.2. Elliptic curves over finite fields. Let E be an elliptic curve over Fq,
where q = pn for some prime p and an integer n. Its characteristic polynomial of
the Frobenius ⇡ is

�E,q(T ) = T 2 � tr(⇡)T + q = (T � �1)(T � �1).
where the eigenvalues �1,�2 are in some quadratic extension of Q. Let KE = Q(�1)
and OKE its ring of integers. An elliptic curve E defined over Fq is called ordinary
if the separable degree of [p] is p.

The following results are mostly due to M. Deuring and mainly contained in
the beautiful paper [14].

Theorem 36 (Deuring). Let E be an elliptic curve defined over a field K. The
following hold:

i) If char(K) = 0, then E is ordinary and

• End
K
(E) = Z (generic case) or End

K
(E) is an order OE ⇢ Q(

p
�dE), dE >

0 (CM-case).
• Take E with CM with order OE . Let SE be the set of C-isomorphy classes
of elliptic curves with endomorphism ring OE . Then Pic(OE) acts in a
natural and simply transitive way on SE , hence SE is a principally homo-
geneous space with translation group Pic(OE): For c 2 Pic(OE), A 2 c
and C/OE = E0 we get c · [E0] is the class of C/A.

ii) (Deuring’s Lifting Theorem) Let E be an elliptic curve over Fq which is
ordinary over Fq. Then there is, up to C-isomorphisms, exactly one elliptic curve
E with CM over a number field K such that

• there is a prime p of K with Ep ⇠= E, and
• End(E) = End(E)p = OE , with OE an order in an imaginary quadratic
field.

iii) If E is supersingular, then

• Up to twists, all supersingular elliptic curves in characteristic p are defined
over Fp2 , i.e. their j-invariant lies in Fp2 .

• |E(Fp2 | = (p± 1)2, and the sign depends on the twist class of E.
• EndFp

(E) is a maximal order in the quaternion algebra Qp, which is un-
ramified outside of 1 and p.

We remark that the endomorphism rings of elliptic curves over finite fields Fq

is never equal to Z since there is the Frobenius endomorphism �Fq,E induced by the
Frobenius automorphism of Fq which has degree q. We give a first application of
the lifting theorem.

Corollary 9 (Hasse). Let E be an ordinary elliptic curve over Fq. Then the
Frobenius endomorphism �Fq,E is an integer in an imaginary quadratic fields with
norm q, and hence has a minimal polynomial

�E,q(T ) = T 2 � tr(�Fq,E) · T + q
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with

|(tr(�Fq,E)
2 � 4q| < 0.

Recall that the number of Fq-rational points of E is

|E(Fq)| =: nFq,E = �E,q(1).

Corollary 10. |nFq,E � q � 1| < 2
p
q.

Using the result iii) in Theorem 36 and the observation that the eigenvalues of
�Fqd,E are the d-th power of the eigenvalues of �Fq,E we get that

|nFq,E � q � 1|  2
p
q

for all elliptic curves of Fq. This is the Hasse bound for elliptic curves, a special
case of the Weil bound for points on curves over finite fields; see Eq. 10.

9.3. Point Counting. Corollary 10 is the key fact for a polynomial time
algorithm for computing the order of E(Fq) for elliptic curves E defined over the
field Fq, which is called Schoof’s Algorithm and we briefly explain below.

The idea is to compute �E,q(T ) mod n for small numbers n by computing the
action of �Fq,E on E [n] (take for instance n = ` as small prime number or n = 2k

with k small) and then to use CRT and the Hasse bound for trace of �Fq,E to
determine �E,q(T ). To do this use the classical n-division polynomials  n and then
use CRT . The disadvantage is that deg( n) ⇠ n2/2 and therefore the Schoof
algorithm is too slow.

The way out of this problem is to use étale isogenies with cyclic kernel of order
n and the fact (see Section 5) that we can interpret these isogenies with the help of
points on an explicitly known curve, namely the modular curve X0(n). An explicit
equation for an a�ne model of X0(N) is given by the classical modular polynomial
�(j, jN ). It allows an e↵ective computation of isogenies (as functions including the
determination of the image curve) at least if n is of moderate size).

Theorem 37 (Vélu, Couveignes, Lercier, Elkies, Kohel, and many other con-
tributors:). The cost for the computation of an isogeny of degree ` of an elliptic
curve E over Fq is

O(`2 + ` log(`) log(q)).

The Idea of Atkin-Elkies is: Use étale isogenies of small degree of E in-
stead of points, and use the modular polynomial �n of degree ⇠ n. The resulting
Schoof-Atkin-Elkies algorithm is very fast, in particular if one assumes as ”standard
conjecture” the generalized Riemann hypothesis (GRH).

Corollary 11 (SAE). |E(Fq)| can be computed (probabilistically, with GRH)
with complexity O((log q)4). Therefore we can construct, for primes p su�ciently
large, (many) elliptic curves with |E(F)| = k · ` with k small (e.g. k = 1 if we want)
and ` a prime so large that (using classical computers and according to our best
knowledge) the security level of the discrete logarithm in E(Fp) is matching AES
128 (or larger).
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9.4. Looking for Post-Quantum Security. As we have seen in Subsection
9.3 we can construct elliptic curves over prime fields such that the resulting DL-
systems are secure under the known attacks. But the situation changes totally if
we allow algorithms based on quantum computers. One of the first algorithms of
this kind is due to Shor and compute the DL in any group in polynomial time.
Hence it seems to be wise to look for totally di↵erent methods for key exchange.

We shall discuss now how we can use isogenies of elliptic curves (and maybe, of
curves of larger genus with convenient endomorphism rings) to find key exchange
schemes staying in the frame of Di�e-Hellman type protocols as described in 6.

9.4.1. The System of Couveignes-Stolbunov. We sketch in the following work
of Stolbunov [61] and Couveignes [9]. We use the results of Theorem 36 for an
ordinary elliptic curve E0 over Fq with ring of endomorphism End(E0) = O, which
is an order in a quadratic imaginary field.

In analogy to the notation in Theorem 36 define SE0 as set of isomorphism
classes of elliptic curves over Fq with ring of endomorphisms O. Then SE0 is a
Pic(O)-set. Hence, we can use it for Key Exchange protocols:

The partner P choses c 2 Pic(O) and publishes the j-invariant of c · E0.

The exchange is not as fast as DL-systems since we cannot use a double-and
add -algorithm but it is feasible since one finds enough isogenies that are composites
of isogenies of small degree (smoothness); for an example see [61]. The security
depends on the hardness of the following problem:

Problem 1. Find an isogeny between two given isogenous elliptic curves.

The following gives an idea of the running time for the solution to this problem.

Proposition 8 (Kohel, Galbraith, Hess, Smart et al.). The expected number
of bit-operations for the computation of an isogeny between ordinary elliptic curves
over Fq with endomorphism ring OKE is

O(q1/4+o(1) log2(q) log log(q)).

But recall: We are in the situation where an abelian group is acting on a set,
and so there is a subexponential algorithm to solve the hidden-shift problem. This
means that we can only expect subexponential security for the key exchange scheme;
see results of Childs, Jao, Soukharev in [6]. Comparing this with the situation we
have nowadays with respect to the widely tolerated RSA-system this may be not
so disastrous.

9.4.2. The Key Exchange System of De Feo. The suggestion is now to use
supersingular elliptic curves over Fp2 and their properties also stated in Theorem 36.
Take

p = ra · sb · f � 1

with p ⌘ 1 mod 4. Then
E0 : Y Z = X3 +XZ2

is a supersingular elliptic curve over Fp2 . We describe the key exchange scheme
invented and implemented by De Feo, Jao and Plût [12] in the frame we have
introduced in Section 6.

As categories Ci; (i = 1, 2) are given by the objects are isomorphism classes
of supersingular curves E over Fp2 isogenous to E0 and hence with

|E(Fp2)| = (ra · sb · f)2.
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Recall that:

i) The morphisms in C1 are isogenies ' with | ker(')| dividing ra.
ii) The morphisms in C2 are isogenies  with | ker( )| dividing sb.

For these categories pushouts exist. For additional information choose P1, P2 of
order ra and Q1, Q2 of order sb in E0(Fp2).
Key Exchange:

• The Partner P1 chooses n1, n2 2 Z/ra and the isogeny

⌘ : E0 ! E0/hn1P1 + n2P2i =: E1.

• P2 chooses m1,m2 2 Z/sb and computes the isogeny

 : E0/hm1Q1 +m2Q2i =: E2.

• P2 sends (E2, (P1), (P2)).
• P1 can compute the common secret, the pushout of ⌘ and  as

E3 := E2/hn1 (P1) + n2 (P2)i.

Again security depends on the hardness to compute an isogeny of two elliptic
curves, but now the two elliptic curves are supersingular.

State of the art: The best known algorithms have exponential complexity p1/4

(bit-computer) resp. p1/6 (quantum computer), and so one can hope that a prime
p with 768 bit yields AES128 security level. So we have, compared with other
post-quantum suggestions for key exchange schemes, a very small key size.

In contrast to the ordinary case the groups around like the class groups of left
ideals in maximal orders are not abelian, and so the hidden shift problem is not
solved till now in subexponential time.

9.5. Isogeny graphs. In cryptographic applications of isogenies of elliptic
curves and important role play the isogeny graphs, which we will briefly describe
here.

Definition 38. An isogeny graph is a graph where nodes are j-invariants of
isogenous curves and edges the isogenies between the curves.

One of the first questions is to check whether there are any di↵erences between
isogeny graphs of ordinary curves and isogeny graphs of supersingular curves.

9.5.1. Supersingular isogeny graphs. An elliptic curve supersingular E/Fq, for
q = pn, is supersingular if and only if E[p] = {1}. All supersingular curves can be
defined over Fp2 . Set Sp2 be the set of supersingular j-invariants. Then we have
the following:

Theorem 39. The cardinality of Sp2 is given by

#Sp2 =
j p

12

k
+ b, where b 2 {0, 1, 2}

From theorem 36 we know that all supersingular curves over Fp2 are in the same
isogeny class and we get (l + 1) directed regular graph X(Sp2 , l). Supersingular
isogeny graphs are Ramanujan graphs. The following is [12, Prop. 2.1].
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Proposition 9. Let G be a regular graph of degree k on h vertices. Suppose
that the eigenvalue � of any non-constant eigenvector satisfies the bound |�|  c,
for some c  k. Let S be any subset of the vertices of G and x any vertex on G.

Then a random walk of length at least log 2h/|S|1/2
log k/c

starting from x will land in S

with probability at least |S|
2h = |S|

2G .

10. Genus 2 curves and cryptography

We assume some familiarity with the computational aspects of genus 2 curves.
Let X be a genus 2 curve defined over a field k. We assume that char k 6= 2. Then
X has Weierstrass equation

(16) y2 = f(x) = a6x
6 + . . . a1x+ a0,

for discriminant �f 6= 0. We denote Igusa arithmetic invariants by J2, J4, J6, J10,
see [45] for explicit formulas.

The moduli space M2 of genus 2 curves, via the Torelli morphism, can be
identified with the moduli space of the principally polarized abelian surfaces A2

which are not products of elliptic curves. Its compactification A?2 is the weighted
projective space P

3
(2,4,6,10)(Q̄) via the Igusa invariants J2, J4, J6, J10. Hence,

A2
⇠=P

3
(2,4,6,10)(Q̄) \ {J10 = 0}.

In [54], for any number field K, a height on P
3
(2,4,6,10)(K) is introduced and in [2] a

database of all genus 2 curves with such small height is constructed. Once a point
p 2 P

3
(2,4,6,10)(K) is given, one can determine the equation of the genus two curve

defined over a minimal field of definition via the algorithm in [45].

10.1. Decomposable Jacobians. Let  : X ! E1 be a maximal degree n
covering which does not factor through an isogeny. Then, there is another elliptic
curve E2 := JacX/E1 such that JacX is isogenous via a degree n2 isogeny to the
product E1 ⇥ E2. We say that JacX is (n, n)-decomposable. Such curves were
studied in [23]. The locus of curves with (n, n)-decomposable Jacobians is a 2-
dimensional irreducible locus in M2. Such loci for small n = 2, 3, 5 are computed
in [57], [52], and [44].

10.2. Endomorphism ring of an abelian surface. Jacobians with non-
trivial endomorphisms are parametrized by proper subvarieties of A?2 as follows:

i) Points on the Humbert space Hn2 , where H1 denotes the locus of abelian
surfaces which are the product of two elliptic curves.

ii) For each quaternion ringR there are SR,1, . . . , SR,k Shimura curves contained
in A?2 that parametrize genus 2 curves whose Jacobians admit an optimal action of
R.

iii) Curves whose jacobians admit complex multiplication correspond to isolated
points in the moduli space.

Thus we have the following:

Proposition 10. Jac(X ) is a geometrically simple Abelian variety if and only
if it is not (n, n)-decomposable for some n.

The endomorphism rings of Abelian surfaces can be determined by the Albert’s
classification and results in [50]. We summarize in the following:
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Proposition 11. The endomorphism ring End0Q (JacX ) of an abelian surface
is either Q, a real quadratic field, a CM field of degree 4, a non-split quaternion
algebra over Q, F1 � F2 where each Fi is either Q or an imaginary quadratic field,
the Mumford-Tate group where F is either Q or an imaginary quadratic field.

Remark 7. Most genus 2 curves with extra involutions have endomorphism
ring larger than Z. Let X be a genus 2 curve defined over Q. If Aut(X )⇠=V4, then
X is isomorphic to a curve X 0 with equation

y2 = f(x) = x6 � ax4 + bx2 � 1.

Moreover, if a, b 2 Q then X 0 has minimal naive height as shown in [1]. We denote

u = a3+b3 and v = ab. The discriminant �f = �26 ·
�
27� 18v + 4u� u2

�2
, is not

a complete square in Q for any values of a, b 2 Q. In this case GalQ(f) has order
24. There is a twist of this curve, namely y2 = f(x) = x6 + a0x4 + b0x2 + 1, in
which case �f is a complete square in Q and GalQ(f) has order 48. In both cases,
from theorem 30 we have that EndQ(JacX 0) 6= Z.

Next we turn our attention to determining the endomorphism ring of abelian
surfaces. Let us first recall a few facts on characteristic polynomials of Frobenius
for abelian surfaces. The Weil q-polynomial arising in genus 2 have the form

(17) f(T ) = T 4 � aT 3 + (b+ 2q)T 2 � aqT + q2,

for a, b 2 Z satisfying the inequalities

2|a|pq � 4q  b  1

4
a2  4q.

We follow the terminology from [3]. Let X be a curve of genus 2 over Fq and
J = JacX . Let f be the Weil polynomial of J as in eq. (17). We have that
#X (Fq) = q + 1� a, #J(Fq) = f(1) and it lies in the genus-2 Hasse interval

H(2)
q

=
⇥
(
p
q � 1)4, (

p
q + 1)4

⇤

In [3] are constructed decomposable (3, 3)-jacobians with a given number of rational
points by glueing two elliptic curves together.

Next we describe some of the results obtained in [39] for EndK(A) in terms of
the characteristic polynomial of the Frobenius. We let K be a number field and
MK the set of norms of K. Let A be an abelian surface defined over K and fv the
characteristic Frobenius for every norm v 2MK .

Lemma 17. Let v be a place of characteristic p such that A has good reduction.
Then Av is ordinary if and only if the characteristic polynomial of the Frobenius

fv(x) = x4 + ax3 + bx2 + apx+ p2,

satisfies b 6⌘ 0 mod p.

Then from [39, Lemma 4.3] we have the following.

Lemma 18. Let A be an absolutely simple abelian surface. The endomorphism
algebra End0

K̄
(A) is non-commutative (thus a division quaternion algebra) if and

only if for every v 2MK , the polynomial fv(x12) is a square in Z[x].

The following gives a condition for geometrically reducible abelian surfaces.

Proposition 12. If A/K is geometrically reducible then for all v 2 Mk for
which A has good reduction the polynomial fv(x12) is reducible in Z[x].
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Proposition 13. If X is a smooth, irreducible genus 2 curve with a�ne equa-
tion y2 = f(x) such that f(x) 2 K[x] is an irreducible polynomial of degree 5 then
JacX is absolutely irreducible.

In [39] is given a detailed account of all the cases and an algorithm how to
compute EndK A.

10.3. Isogenies. Let us now consider the problem of computing isogenies be-
tween two Abelian surfaces. As above, we let X be a curves of genus 2 defined over
a perfect field k such that char k 6= 2 and J = Jac(X ) its Jacobian. Fix a prime
` � 3 and let S be a maximal `-Weil isotropic subgroup of J [n]. From Theorem ??
we have S⇠=(Z/`Z)2. Let J 0 := J /S be the quotient variety and Y a genus 2 curve
such that Jac(Y) = J 0. Hence, the classical isogeny problem becomes to compute
Y when given X and S.

If ` = 2 this problem is done with the Richelot construction. Over finite fields
this is done by Lubicz and Robert in [41] using theta-functions.

In general, if � : J (X )! J (Y) is the isogeny and ⇥X , ⇥Y the corresponding
theta divisors, then �(⇥X ) is in |`⇥Y |. Thus, the image of �(⇥X ) in the Kummer
surface KY = J (Y)/h±1i is a degree 2` genus zero curve in P

3 of arithmetic genus
1
2 (`

2 � 1). This curve can be computed without knowing �; see [19] for details.
For X given as in Eq. (16), we have the divisor at infinity

D1 := (1 :
p
f(x) : 0) + (1 : �

p
f(x) : 0)

The Weierstrass points of X are the projective roots of f(x), namely wi := (xi, zi),
for i = 1, . . . , 6 and the Weierstrass divisor WX is

WX :=
6X

i=1

(xi, 0, zi).

A canonical divisor on X is

KX = WX � 2D1.

Let D 2 JacX , be a divisor expressed as D = P +Q �D1. The e↵ective divisor
P +Q is determined by an ideal of the form (a(x), b(x) such that a(x) = y� b(x)),
where b(x) is a cubic and a(x) a monic polynomial of degree d  2.

We can define the `-tuple embedding ⇢2` : P2 ! P
2` by

(x, y, z)! (z2`, . . . , xiz2`�i, x2`)

and denote the image of this map by R2`. It is a rational normal curve of degree 2`
in P

2`. Hence, any 2`+1 distinct points on R2` are linearly independent. Therefore,
the images under ⇢2` of the Weierstrass points of X are linearly independent for
` � 3. Thus, the subspace

W := h⇢2`(WX )i ⇢ P
2`

is 5-dimensional. For any pair of points P,Q in X , the secant line LP,Q is defined
to be the line in P

2` intersecting R2` in ⇢2`(P ) + ⇢2`(Q). In other words,

LP,Q =

(
h⇢2`(P ), ⇢2`(Q)i if P 62 {Q, ⌧(Q)}
T⇢2`(P )(R2`) otherwise .

The following is proved in [19].
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Theorem 40 (Dolgachev-Lehavi). There exists a hyperplane H ⇢ P
2` such

that:
1) H contains W and
2) the intersection of H with the secants Le for each nonzero e 2 S are con-

tained in a subspace N of codimension 3 in H.
The image of the Weierstrass divisor under the map P

2` ! P
3 with centre N

lies on a conic C, and the double cover of C ramified over this divisor is a stable
curve Y of genus 2 such that JacY ⇠= JacX/S.

This was used by Smith [59] to devise an algorithm for determining Y and
determining �. The algorithm works well for ` = 3.

11. Genus 3 curves and cryptography

We continue the discussion of generic curves from section 3. For g = 3 a generic
cover has degree three and 9 branch points. The signature is � = (�1, . . . ,�9) where
�i 2 S3 is an transposition for i = 1, . . . , 8 and �9 is the 3-cycle. For a generic curve
of genus g = 3 defined over a field k we have the following:

Lemma 19 ([56]). Let X be a generic curve of genus 3 defined over a field k
of characteristic char k 6= 2, 3. Then, there is a degree 3 covering  : X ! P

1 of
full moduli dimension. Moreover, X is isomorphic to a curve with a�ne equation

Y 3(X + a) + Y 2(bX + c) + Y (dX2 + eX) +X3 + fX2 +X = 0

for a, b, c, d, e, f 2 k̄ such that � 6= 0, where � is the discriminant of the quartic.

All the degenerations of the cover ⇡ : X ! P
1, including their monodromy

groups and the moduli dimension are given in [56, Table 1]. Such curves are non-
hyperelliptic. Their isomorphism classes are determined by Diximier invariants of
ternary quartics as defined in [18]. The discriminant of curve with respect to Y is
given by

�(X) = �X(27X7 +A6X
6 +A5X

5 +A4X
4 +A3X

3 +A2X
2 +A1X + 4c3)

where A1, . . . A6 2 k[a, b, c, d, e, f ]. The branch points of the cover  : X ! P
1

coalesce when �(X) has multiple roots. Thus, its discriminant � in X is � = 0.
There are four factors of the discriminant

� = �1 ·�2 ·�3 ·�4 = 0,

each corresponding to one of the degenerate cases, which are obtained when the
branch points of  coalesce,

(3, 3, 2, 2, 2, 2, 2, 2), (3, 3, 3, 2, 2, 2, 2), (3, 3, 3, 3, 2, 2), (3, 3, 3, 3, 3).

The information for the corresponding Hurwitz spaces is given in [56, Table 1].
The generic curve has no automorphisms. In [43] among other papers, paramet-

ric equations are determined for all non-hyperelliptic genus 3 curves with non-trivial
automorphism group.
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11.1. Hyperelliptic Curves. Let X be a hyperelliptic curve of genus 3 over
the field k, such that char(k) 6= 2. As shown in ??, X is hyperelliptic if and only
if there is a degree 2 cover map ⇡ : X ! P

1, which is uniquely determined up to
automorphisms of P1. This cover is Galois, and the non-trivial automorphism on
X fixing P

1 is the the hyperbolic involution !. Hence, we can give X by a plane
projective Weierstrass equation, which has an a�ne part

Xa : y2 = f(x)

invariant under ! and
P
1 \ ⇡(Xa) =: {P1} ⇢ P

1(k).

Moreover, deg(f) = 7 if the fiber ⇡�1(P1) = X (k) \ Xa(k) has a unique point (i.e.
P1 is a k- rational Weierstraß point of X ) and deg(f) = 8 otherwise.

Since X is determined up to automorphisms of P1 we get that the hyperelliptic
locus of curves of genus 3 is a 5-dimensional subspace of the moduli space M3 of
curves of genus 3. In fact, there is a system of invariants that describes this locus,
namely the Shioda invariants J2, . . . , J8 as described in [58], [53].

Remark 8. This explains why it is very hard to use constructions of curves
of genus 3, for instance as modular curves ([65]) or by CM -methods ([65]) to
find hyperelliptic curves. A rough and heuristic argument is that (for large q) the
probability to find a point in M3(Fq) that corresponds to a hyperelliptic curve is
1/q.

11.2. Plane Equations. Let DX be a canonical divisor of X , i.e. the divisor
of a holomorphic di↵erential !X of X . Then, DX has degree 4. Let LDX be the
k-space of functions f on X such that (f) + DX is an e↵ective divisor. It is a
classical and well-known fact that X is non-hyperelliptic if and only if f the k-
vector space LDX = hf0, f1, f2i has dimension three and the map ' : X ! P

2,
where P 7! (f0 : f1 : f2) is a projective embedding of X into the projective plane.
Hence if X is non-hyperelliptic then it has a plane projective regular model of degree
4, as already noted in Lemma 19. Obviously, this is the minimal degree, for curves
of degree  3 have genus  1.

What about hyperelliptic curves? As discussed already, we find a plane projec-
tive curve of degree  8 (with regular a�ne part given by a Weierstraß equation)
defining X .

Question 1. Is X birational equivalent to a plane curve of smaller degree?

Indeed, we shall see below that, at least if k is algebraically closed, we find a
plane equation of degree 5 for X . But this is the lowest possible degree, as follows
from Proposition 2.2 in [8]. Since the degree of plane curves is crucial for the
hardness of discrete logarithms we formulate these results as

Corollary 12. Let X be a curve of genus 3. If X is not hyperelliptic then X
has a plane regular projective curves of degree 4 as model. If X is hyperelliptic then
the degree of every plane curve birationally equivalent to X has degree � 5.

There is a long discussion on equations of genus 3 hyperelliptic curves, their
automorphisms, invariants, and minimal fields of definition in [55] and [38].

11.3. Picard Groups of Curves of Genus 3 in Cryptography. The fol-
lowing is the natural question when considering genus g = 3 cryptography.

Question 2. Can one use Picard groups of curves of genus 3 for DL-systems?
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11.3.1. Addition. As pointed out above, there are relatively fast algorithms
which allow addition in Picard groups of curves of any genus (at least if one knows
a relatively simple plane model found after a pre-computation).

We recall the general procedure: We assume that there is a point P1 2 X (k)
with corresponding prime divisor p1. In the divisor classes c1, c2 2 Pic0

k
X we

choose convenient divisors Di, e.g.

Di = Ei � d · p1,

with Ei an e↵ective divisor of degree d  g. Then c1 + c2 is the divisor class of

E1 + E2 � (d1 + d2)p1,

and the ”reduction algorithm” has to compute a divisor

E3 � d3p0 ⇠ E1 + E2 � (d1 + d2)p1

with d3  g. This is an interpolation problem solved by Hess by the computation
of Riemann-Roch spaces; see [30] for details.

Theorem 41 (Diem, Hess). Let X be a genus g � 2 curve defined over Fq.
The arithmetic in the degree 0 class group of X can be performed in the expected
time, which is polynomially bounded in g and log q.

For curves of genus 3 it is convenient to distinguish between non-hyperelliptic
and hyperelliptic curves. In the first case one can give X easily as smooth quartic.
Using its geometry one finds, concretely given, fast addition algorithms, which can
be found in work of Oyono et al; see [21]. As we shall see below the hardness of
the DL is insu�cient for cryptographical applications, and so the fast addition is
only relevant for attacking systems. So it is enough for us to keep the existence of
the addition algorithm in mind.

Next assume that X is hyperelliptic. We can find rather easily a Weierstrass
equation, and the most convenient case is that one of its Weierstrass points is k-
rational. We shall restrict to this case (often called ”imaginary” because of its
analogy to imaginary quadratic fields (E. Artin)) and hence we can give X by an
a�ne Weierstrass equation

Xa : y2 = f(x),

where f(x) 2 k[x] is a monic polynomial of degree 7 without multiple roots. By
homogenization we get a plane projective curve with exactly one additional point
P1, which corresponds to a Weierstraß point of X and so exactly to one prime
divisor p1 of degree 1 of X . Hence divisors on X are of the form D = Da + z · p1
with Da a divisor with support on X . Hence we can represent divisor classes in
Pic0

k
(X ) by divisors

D = Ea � d p1,

with Ea an e↵ective divisor of degree d  3 and support in Xa.
Using the special form of Xa we can give Ei in the so-called ”Mumford pre-

sentation” as in Theorem 28 and for the reduction step of divisors we can use the
very e↵ective Cantor algorithm ([7], Algorithm 14.7). Behind these results is the
analogy (developed by E. Artin) between the arithmetic of hyperelliptic function
fields and imaginary quadratic fields respectively the arithmetic of quadratic forms
due to C.F. Gauß.

This algorithmic approach can be translated into formulas (involving, alas,
many special cases) that are sometimes more convenient for implementations near
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to specialized hardware. The generic cases for addition and doubling are explicitly
given by Algorithms 14.52 and 14.53 in [7]. These additions are rather fast and not
too far away from the timings of additions on elliptic curves (see [7, Table 14.13].

Hence one may well consider to use Picard groups of curves of genus 3 for DL-
based cryptographic applications. This will need fast algorithms for point counting,
and before that, a security discussion.

11.4. Index-Calculus Attacks. We recall the results from Section 7 based
on very refined index-calculus attacks and applied to curves of genus 3:

Corollary 13 (Diem, Gaudry, Thomé, Thériault [28]). There exists an algo-
rithm which computes, up to log(q)-factors, the Discrete Logarithm in the divisor
class group of curves X of genus 3 in expected time of O(q4/3).

Since the expected size of Pic0 X is⇠ q3 and the generic attacks have complexity
⇠ q3/2 this can be seen as acceptable security. But there is another approach due
to C. Diem using factor bases constructed by using plane models of curves; see [16]:

Corollary 14 (Diem). The following hold:

• Let X be be a non-hyperelliptic curve defined over Fq. Since X has a
plane model of degree 4 there exists an algorithm computing the Discrete
Logarithm in Pic0(X ) in expected time, up to log(q)-factors, O(q).

• Let X be a hyperelliptic curve of genus 3 then the minimal degree of a
plane model of X is � 5 and so the degree of Diem’s attack has expected
complexity O(qr) with r � 4

3 .

This means that the discrete logarithm in Picard groups of non-hyperelliptic
curves of genus 3 over finite fields Fq is too weak for the use in crypto systems (or
otherwise expressed, does not yield more security than curves of genus 2 over the
same base field), and so they should be avoided. This excludes randomly chosen
curves of genus 3 over finite fields, but also special curves like the Picard Curves
with automorphisms of degree 3 ([34]).

But we need more: Let X be hyperelliptic. Then there must not exist an easily
computed isogeny from the Jacobian of X to the Jacobian of a non-hyperelliptic
curve D, for instance induced by a correspondence of small degree between X and
D.

11.5. Isogenies via S4-Covers. As observed by B. Smith [59] ”many” hy-
perelliptic curves are isogenic to non-hyperelliptic curves via an isogeny with degree
dividing 8. This fact is interpreted in terms of Hurwitz spaces and connected mod-
ular spaces in [23,24]. We refer to details and refinements to these papers.

For our purposes it will be enough to look at the case that K is algebraically
closed, which we shall assume from now on. For applications in cryptography one
has to study rationality problems; see [59] and [24]. The construction relies on the
so-called trigonal construction of Donagi-Livné [20].

We begin with a hyperelliptic curve X of genus 3 and its uniquely determined
hyperelliptic projection f1 : X ! P

1 with 8 ramification points P1, · · · , P8, which
extend to the Weierstraß points of X . By linear algebra we show that there is a
map

f2 : P1 ! P
1

of degree 3 with the following properties:
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• f2 is unramified in P1, · · ·P8, its ramification points are denoted byQ1, · · ·Q4

on the base line P
1. The ramification order in Qi is 2, and so each Qi has

exactly one unramified extension under f2 denoted by Q0
i
.

• f2({P1, · · ·P8} = {S1, · · ·S4} such that, after a suitable numeration, f2(Pi) =
f2(P4+i) for 1  i  4.

Now use Galois theory.
11.5.1. The monodromy group of f2. Obviously, the Galois closure f̃2 = f2 �h2

of f2 has as Galois group the symmetric group S3 (since f2 is not Galois because

of the ramification type), and h2 is degree 2 cover E 0 h2! X . From Galois theory we
get that f̃2 = ⇡ � ⌘, where

⌘ : E 0 ! E
is a cyclic cover of degree 3 with Galois group equal to the alternating subgroup
A3. Then, E is a quadratic cover of P1 ramified exactly at the discriminant

�1 = Q1 + · · ·+Q4

of f2. Therefore E is an elliptic curve with cover map ⇡ to P
1. From construction

and Abhyankar’s lemma it follows that ⌘ is unramified. Hence E 0 is an elliptic
curve, too, and ⌘ is an isogeny of degree 3 (after applying a suitable translation).

11.5.2. The monodromy group of f = f2 � f1. f is a cover of degree 6 and so
its Galois group can be embedded into S6. But a closer analysis using the specific
ramification situation shows; see [23, Thm. 3].

Lemma 20. The monodromy group of f is isomorphic to S4.

Let f̃ : X̃ ! P
1 be the Galois cover of curves factoring over f with Galois group

S4. Let X 0 be the subcover of X̃ with function field equal to the composite of the
function fields of X and E 0, i.e. the normalization of the fiber product of X with
E 0. Let

⇡X : X 0 ! X
the projection to X , which is a cover of degree 2. The Galois group of X̃/X
contains 2 transpositions. Let � be one of them chosen such that with G2 = h�i we
get X 0 := X̃/G2. Hence, � is contained in precisely two of the stabilizers T1, . . . , T4

of the elements {1, 2, 3, 4} on which S4 acts. Let

⇡T : X̃ ! D := X̃/T

be the quotient map. Then f̃ factors over ⇡T as f̃ = g � ⇡T , where g : D ! P
1 has

deg(g) = 4. Note that g is primitive (does not factor over a quadratic subcover).
We can use the Hurwitz genus formula to compute the genus of D. For this we
have to determine the ramification of D/P1 under g.

Lemma 21. The genus of D is equal to 3, and so is equal to the genus of X .

We are interested in the case that J (X ) is simple. Then we get from section 8
that:

Proposition 14. Let JX be a simple abelian variety and D be non-hyperelliptic.
The pair of cover maps (⇡X ,⇡T ) from X 0 to (X ,D) induces an isogeny

⌘ : JX ! JD,

whose kernel is elementary-abelian and has degree  8.
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A more detailed analysis due to E. Kani shows that the proposition is true
without the assumption that D is non-hyperelliptic. Then we have the following:

Corollary 15. The notations are as above. Let K be equal to Fq and assume
that D is non-hyperelliptic. Then the computation of the Discrete Logarithm in
Pic0X has complexity O(q).

This result motivates the question whether the assumptions of the Corollary
are often satisfied. Empirically, B. Smith has given a positive answer. A rigorous
answer is given in [24].

We have already explained that by the construction of a (2, 3)-cover as above
we have found a generically finite and dominant morphism from a Hurwitz space
H1 to the hyperbolic locus in the moduli space M3 of curves of genus 3. Hence
H1 is a scheme of dimension 5.

Via the trigonal construction we have, to each hyperelliptic curve X , found a
curve D of genus 3 with a cover map

g : D ! P
1

with deg(g) = 4 and the monodromy group of g equal to S4. Moreover, a detailed
study of the construction allows to determine the ramification type of g in the
generic case:

There are 8 ramification points of g, exactly 4 points P1, . . . , P4 amongst them
are of type (2, 2) (i.e. g⇤(Pi) = 2(Qi,1 +Qi,2), and the other 4 ramification points
are of type (2, 1, 1). Hence (D, g) yields a point in a Hurwitz space H2 of dimension
5.

In [24] one discusses the hyperelliptic locus Hhyp in H2. The computational
part of this discussion determines conditions for the coe�cients of Weierstraß equa-
tions for curves D lying in Hhyp. This is rather complicated, but one sees that
generically these coe�cients are parametrized by a 4-dimensional space. Rather
deep and involved geometric methods have to be used to transfer these computa-
tions into scheme-theoretical results and to get

Theorem 42. The Hurwitz space Hhyp is a unirational, irreducible variety of
dimension 4, provided that char(K) > 5. Moreover, the natural forget map

µ : Hhyp !M3

to the moduli space M3 of genus 3 curves has finite fibers and so its image is also
irreducible of dimension 4.

Corollary 16. We take the notation from above. We assume that K is al-
gebraically closed. There is a one-codimensional subscheme U of M3,hyp such that
for X /2 U the isogeny ⌘ maps JX to the Jacobian of a non-hyperelliptic curve D.

Replacing the algebraically closed field K by a finite field Fq one has to study
rationality conditions for ⌘. This is done in [59] and [24]. As result we get

Corollary 17. There are O(q5) isomorphism classes of hyperelliptic curves
of genus 3 defined over Fq for which the discrete logarithm in the divisor class group
of degree 0 has complexity O(q), up to log-factors. Since |Pic0(C)| ⇠ q3, the DL
system of these hyperelliptic curves of genus 3 is weak.
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11.6. Point Counting. In general, not much is known about fast point count-
ing algorithms on curves of genus 3 (aside of the general fact that for all abelian
varieties there is a polynomial time algorithm due to Pila). But as we have seen
above, for applications in cryptography we have to restrict ourselves to special hy-
perelliptic curves (where it is not at all clear what “special” means for a concrete
curve), and so we do not lose much by restricting to hyperelliptic curves X whose
Jacobian JX =: J has a special endomorphism ring OJ .

11.6.1. Real Multiplication. A first possibility is to assume that J has real
multiplication. This means that OJ contains an order R of a totally real field of
degree 3. An immediate consequence is that there are many isogenies at hand, and
in the case of genus 2 this situation has accelerated the point counting dramatically
[29]. So there is hope that the same could happen for Jacobians of dimension 3.

So it is interesting to construct hyperelliptic curves X such that JX has real
multiplication. In view of the results about Jacobians of the modular curves X0(N)
in section 8.2 it is natural to look for curves whose Jacobian is a quotient of J0(N)
for some N .

This was successfully done by H.J. Weber ([64]. The procedure is: First one
computes eigenspaces of dimension 3 of the space of cusp forms of level N under
the Hecke operators. Using the attached di↵erentials one can compute (over C)
the period matrix of the corresponding factor J of J0(N) and decides whether it
is principally polarized and hence is the Jacobian of a curve X . Using theta-null
values one decides whether X is hyperelliptic.

If so, one can compute invariants of the curve, and (e.g by a method of Mestre)
compute a Weierstrass equation (at the end over Z[1/N ] of J is a simple factor.
Reduction modulo p gives hyperelliptic curves over Z/p of genus 3 with (known)
real multiplication.

The method works quite well but has one disadvantage: Since there are many
non-hyperelliptic curves of genus 3 with real multiplication we are not sure whether
the constructed curves is isogenous to a non-hyperelliptic curve under the trigonal
construction described above.

11.6.2. Complex Multiplication. We strengthen the condition on End(J ) and
assume that J has complex multiplication and is defined over a number field. Recall
that this means that there is an embedding of End(J ) as order O into a CM-field
K, i.e. K is a totally imaginary quadratic extension of a totally real field K0 of
degree 3 over Q.

The arithmetic of X and J is reflected by the arithmetic of orders in K. In
particular, one finds the Frobenius endomorphism of reductions of X modulo prime
ideals p of K as element in O. This solves the problem of point counting on X
modulo p immediately. Moreover, class field theory of K gives both a classification
of isomorphy classes of curves X with CM-field K and methods to find period
matrices of J and so equations of X . Details and more references can be found in
[7] sections 5.1 and 18.3.

But trying to find examples for hyperelliptic curves attached to CM fields of
degree 6 one runs into trouble since these examples seem to be very rare. This was
one of the results of the thesis of A. Weng (Essen 2001). So one has to use some
force: If J has an automorphism of order 4 the curve X has an automorphism of
order at least 2, and if J is simple the quotient of X by this automorphism has to
be P

1, and so X is hyperelliptic and has an automorphism of order 4.
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The existence of J with automorphism ' of order 4 is obtained by a special
choice of the CM-field K: Let K0 be a totally real field of degree 3 with class
number 1 (there are many fields with these properties) and take K = K0(

p
(� 1)),

and for O take the maximal order of K. In [65] one finds in detail how with these
choices lead to many examples of hyperelliptic curves over finite fields suitable for
cryptography.

11.6.3. Resistance against the Trigonal Attack. We assume now that X is a
hyperelliptic curve with an automorphism ' of order 4. We apply the trigonal
construction and take the notation introduced in Section 11.5. First we see that
' induces an automorphism 'P1 of order 2 on P

1, taken as subcover of X under
f1. Since cross ratios are not changed by automorphisms we see that there is an
extension of 'P1 to the elliptic curve E 0 having order 4 and so to an automorphism
'0 of the curve X 0 of order 4. Now we have exactly two choices for the construction
of D as subcover of X 0, and this yields that at least two of the curves D('0)j ,
j = 0, 1, 2, 3, have to be equal, and so D has an automorphism of order 2 and is,
because of the simplicity of J , hyperelliptic.
Conclusion: Hyperelliptic curves with automorphisms of order 4 are resistant
against the trigonal attack.

Lemma 22. Let X be an hyperelliptic curve with an automorphism of order 4
and with simple Jacobian variety J . Let

⌘ : J ! J 0

be an isogeny with J 0 principally polarized. Then J 0 is the Jacobian variety of a
hyperelliptic curve.

Hence, it follows that a ”minimal bad” isogeny has to have a two-power and
rather large degree.
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